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This study explored the source of interlistener variability in the performance of
lateralization tasks based on interaural time or level differences (ITDs or ILDs) by examining
correlation of performance between pairs of multiple psychoacoustical tasks. The ITD,
ILD, Time, and Level tasks were intended to measure sensitivities to [TD; ILD; temporal
fine structure or envelope of the stimulus encoded by the neural phase locking; and
stimulus level, respectively. Stimuli in low- and high-frequency regions were tested. The
low-frequency stimulus was a harmonic complex (Fy = 100 Hz) that was spectrally shaped
for the frequency region around the 11th harmonic. The high frequency stimulus was a
“transposed stimulus,” which was a 4-kHz tone amplitude-modulated with a half-wave
rectified 125-Hz sinusoid. The task procedures were essentially the same between
the low- and high-frequency stimuli. Generally, the thresholds for pairs of ITD and ILD
tasks, across cues or frequencies, exhibited significant positive correlations, suggesting a
common mechanism across cues and frequencies underlying the lateralization tasks. For
the high frequency stimulus, there was a significant positive correlation of performance
between the ITD and Time tasks. A significant positive correlation was found also in the
pair of ILD and Level tasks for the low- frequency stimulus. These results indicate that the
interlistener variability of ITD and ILD sensitivities could be accounted for partially by the
variability of monaural efficiency of neural phase locking and intensity coding, respectively,
depending of frequency.

Keywords: interaural time difference, interaural level difference, level discrimination, correlation, temporal fine

structure, phase locking

INTRODUCTION

Performance in lateralization tasks based on interaural time and
level differences (ITDs or ILDs), the major cues for horizon-
tal sound localization, often varies markedly among listeners.
Lateralization behavior is a product of multiple stages of audi-
tory processing, and thus the listener’s performance should reflect
the efficiencies of the individual processes by varying degrees. We
consider that the processing of the ITD or the ILD in the auditory
system consist of two or more stages. The earliest is the peripheral
stage, in which the auditory information is processed individu-
ally for different ears. At this stage, the temporal structure and
intensity of sounds at each ear are encoded to neural signals in the
form of the timing and number of auditory nerve firings. The out-
puts of this stage of processing are fed to processes at the binaural
interaction stage, where the relative timing and number of neural
firings for the two ears are compared. This binaural interaction
stage is followed by the subsequent higher-order processes.

The present study aimed to evaluate the relative contribu-
tions of these processing stages to the inter-listener variabilities
in lateralization performance. We measured listeners’ monaural
sensitivities to the temporal structure and intensity of a sound
stimulus, as well as their ITD and TLD sensitivities. The hypoth-
esis was that the lateralization performance based on ITD is

predominantly determined by the efficiency of temporal struc-
ture coding by neural phase-locking at the peripheral processing
stage. If this is true, we would expect that the [TD-based lat-
eralization performance correlates with the performance of a
non-lateralization task, which reflects sensitivity to the temporal
structure of the stimulus that is presumed to be represented by
phase locking. A similar hypothesis and prediction are possible
in terms of the relationship between ILD-based lateralization and
peripheral intensity coding.

The authors are not aware of a study examining the extent
to which monaural intensity {or level) encoding efficiency could
account for individual differences in ILD sensitivity. On the other
hand, the above hypothesis on the relationship between tempo-
ral structure coding and ITD sensitivity is supported by studies
on the effects of aging and/or hearing-impairment. Groups of
aged listeners (Strouse et al, 1998; Hopkins and Mooze, 2011)
with sensorineural hearing impairment (Strelcyk and Dau, 2009;
Hopkins and Moore, 2011) and those with auditory neuropa-
thy (Zeng et al., 2005) exhibited degraded performance more
or less specific to the ITD-based lateralization task and to tasks
that measure monaural sensitivity to temporal structure, in com-
parison to control groups. Within-listener correlation between
the two types of tasks has also been reported. Streleyk and Dan
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Correlation of lateralization tasks

{2009) found a positive correlation between the FM detection
threshold (considered to be indicative of sensitivity to the tem-
poral fine structure, TFS) and ITD-based lateralization threshold
for hearing-impaired listeners (there was no report for normal-
hearing listeners). A similar relationship between the monaural
sensitivity to the TES and the binaural sensitivity to interau-
ral phase differences was also reported for a pooled population
of young and aged listeners with and without hearing impair-
ment (Hopkins and Moore, 2011). Nevertheless, it is uncertain
whether the positive correlation could be applicable also to the
population of normal-hearing listeners. A possibility is that a
long-term impairment of a single mechanism (i.e., peripheral
TFS coding) affects the efficiency of another independent mech-
anism (i.e., central binaural processing), leading to an apparent
correlation of performance. Strouse et al. (1998) found a strong
positive correlation between the monaural temporal-gap detec-
tion threshold and ITD discrimination threshold for a group of
normal-hearing young listeners, although such a positive correla-
tion was not found for aged listeners. It should be noted, however,
that the gap detection task is considered to focus on the sensitivity
to the temporal envelope, rather than on that to the cycle-by-cycle
TES of the stimulus.

A secondary aim of the present study was to examine whether
mechanisms for processing the ITD (and TLD) are essentially the
same across operating frequency regions. It has been argued that
essentially the same binaural mechanism is involved in processing
ITDs at low and high frequencies, and apparent differences in ITD
sensitivities between the frequency regions reflect differences in
input to the system (Van De Par and Kohlrausch, 1997; Bernstein,
2001): When high-frequency “transposed stimulus” (see Material
and Methods) is used so that the pattern of neural phase locking
to the envelope of the stimulus resembles that to TFS of a low-
frequency stimulus, listeners” performance for ITD-related tasks
should be comparable. Furukawa (2008), however, found that the
degree of ITD and ILD cue interaction in lateralization tasks was
smaller for low- than for high-frequency regions, even when the
inputs to the binaural system were made comparable by using
low-frequency tones and high-frequency transposed stimuli. This
implies that a more-or-less independent ITD processor exists in
the low frequency region, whereas in the high-frequency region,
ITD is processed by a mechanism that is common for ILD pro-
cessing. In this study, we used low- and high-frequency stimuli
and examined the relationship between the lateralization tasks
and the monaural temporal/intensity-related tasks for each type
of the stimuli. Qualitatively different results between the stim-
ulus types would imply the involvement of separate binaural
mechanisms in lateralization depending on stimulus frequency.

MATERIALS AND METHODS

LISTENERS AND APPARATUS

Twenty-two adults (10 males and 12 females; 1943 years old,
mean 32.0) participated in the experiment as listeners. All gave
written informed consent, which was approved by the Ethics
Committee of NTT Communication Science Laboratories. The
listeners showed normal audiometric thresholds (<25dB HL) at
frequencies of 250, 500, 1000, 2000, 4000, and 8000 Hz. They had
no symptoms of hearing loss and had never been diagnosed as

having hearing loss by medical examination. All testing took place
in a double-walled sound booth. The listener was seated in front
of a computer monitor, which displayed indicators for observa-
tion intervals of the forced-choice task and buttons for responses
(described later).

Stimuli were digitally synthesized by a personal computer
(sampling frequency: 44.1 kHz) and generated by using a digital-
to-analog converter with a resolution of 24 bits (M-AUDIO,
Transit USB). The signals were amplified and presented to the
listener through Sennheiser HDA200 headphones.

MATLAB (Mathworks, Inc.) software was used for stimulus
synthesis, experimental control, and data analyses.

STIMuL

The low- and high-frequency stimuli were designed to assess the
listener’s ability to use information based on neural phase-locking
to the stimulus TFS and envelope, respectively, in the ITD and
Time tasks. Essentially the same stimuli were used also in the ILD
and Level tasks (See section Procedures for the descriptions of the
four tasks).

The low-frequency stimulus was a spectrally shaped multi-
component complex (SSMC), which was a harmonic complex
with a fundamental frequency (Fy) of 100 Hz, consisting of the
7th to 14th harmonics. The components were added in the sine
phase. We adopted stimulus parameters as in Moore and Moore
(2003) to prevent the listener from using spectral cues (or the
excitation-pattern cues) when conducting the tasks: The spectral
envelope had a flat passband and sloping edges (5 % Fy cen-
tered at 1100 Hz).The overall level of the complex was 54 dB SPL.
Threshold equalizing noise (TEN, Moore et al, 2000), extend-
ing from 125 to 15000 Hz, was added to mask combination tones
and help ensure that the audible parts of the excitation patterns
evoked by the harmonic and frequency-shifted tones were the
same in the Time task (described later). The TEN level at 1 kHz
was set at 30 dB/ERBN, which was 15 dB below the level of the
1100-Hz component.

The high-frequency stimulus was a “transposed stimulus,”
which was a 4-kHz tone carrier amplitude-modulated with a
half-wave rectified 125-Hz sinusoid. It is considered that the
auditory-nerve firing is phase locked to the modulator waveform,
which provides the cue for judging the ITD and modulation rate
of the stimulus (Van De Par and Kohlrausch, 1997; Bernstein,
2001). For the present stimulus, the modulation frequency of
125 Hz was chosen because that was the frequency with which
human listeners exhibited the highest ITD sensitivity in the study
by Bernstein and Trahiotis (2002).The overall level of the trans-
posed stimulus was set to 65dB SPL. A continuous, low-pass
filtered Gaussian noise (cutoff frequency 1300 Hz; spectrum level
20dB SPL) was added to prevent the listener from using any
information at low spectral frequencies (e.g., combination tones).

PROCEDURES

General procedure

A two-interval two-alternative forced-choice (2I-2AFC) method
was used to measure the listener’s sensitivities to stimulus param-
eters. The listener was instructed to choose the “signal” interval
by mouse-clicking one of two buttons displayed on a computer
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monitor or by pressing a corresponding key on a keyboard.
Feedback was given to indicate the correct answer after each
response. The two-down/one-up adaptive tracking method was
used to estimate discrimination thresholds, corresponding to
70.7% correct (Levitt, 1970). One session of adaptive track-
ing lasted until twelve turnpoints were obtained. The first two
sessions of each task and stimulus type were performed as prac-
tice sessions. When the tracking results appeared unstable for
a listener with a task, two or three additional practice ses-
sions were added for the listener/task/stimulus. A total of 8-10
sessions besides the practice sessions were conducted for each
listener/task/stimulus. The thresholds were computed as the aver-
age of all the non-practice sessions. One session set consisted
of two consecutive sessions for one task/stimulus. The order of
session sets for tasks and stimuli were randomized for each sub-
ject in order to reduce the influence of the training and/or order
effect.

Task specific procedures

ITD task. In a 21-2AFC trial, stimuli in the two intervals had ITDs
of +ATTD/2 and —ATTD/2 s, respectively (positive and nega-
tive ITDs indicate right and left advances in time, respectively).
Each stimulus was 400-ms long, including 100-ms raised-cosine
onset and offset ramps. The raised cosine ramps at the onset and
offset of the stimulus were synchronized between the two ears.
Signal and non-signal intervals were separated by a 200-ms silent
gap. The listeners were required to indicate the direction of the
ITD change between the two intervals on the basis of the laterality
of sound images. In each tracking session, AITD started from 100
to 400 s, for low- or high-frequency stimuli, respectively. For the
first four turnpoints, AITD was increased or decreased by a factor
of 10%2 after one incorrect response or two consecutive incorrect
responses, and for the following eight turnpoints, the factor was
reduced to 10%9. The threshold for the session was computed as
the geometric mean of the AITD at the last eight turnpoints.

ILD task. In a 2I-2AFC trial, stimuli in the two intervals had
ILDs of +AILD/2 and —AILD/2dB, respectively (positive and
negative ILDs indicate higher and lower levels in the right ear,
respectively). Each stimulus was 400-ms long, including 20-ms
raised-cosine onset and offset ramps. The listeners were required
to indicate the direction of the ILD change between the two inter-
vals on the basis of the laterality of sound images. In each tracking
session, AILD started from 2.5 dB. For the first four turnpoints,
AILD was increased or decreased by 0.5 dB after one incorrect
response Or two consecutive incorrect responses, and for the fol-
lowing eight turnpoints, the step size was reduced to 0.25 dB. The
threshold for the session was computed as the mean of the AILD
at the last eight turnpoints. Other details were the same as in the
ITD task.

Time task. For the low-frequency stimulus, the listeners were
required to detect a common upward frequency shift (Af Hz)
imposed on the individual components of the SSMC with the
spectral envelope remaining unchanged. The stimulus parame-
ters and measurement methods for a detection threshold for the
frequency shift was in accordance with the “TFS1” test developed

by Mooze and Sek {2009). It has been reported that such a shift
in component frequencies is accompanied with shift in pitch (De
Boer, 1956; Schouten et al,, 1962; Moore and Moore, 2003). This
pitch change was considered to be largely the result of changes
in the TFS, since individual frequency components were only
intermediately resolved in the auditory periphery (Moore and
Moore, 2003) and frequency spacing (corresponding to the peri-
odicity of the envelope) was unchanged. In addition, frequency
shifts around a typical threshold value are expected to alter the
peripheral excitation pattern by a negligible amount (Moore and
Sek, 2009). Therefore, we adopted this task for evaluating the
efficiency of neural phase locking to TFS. Tt should be noted
that the pitch of the frequency-shifted SSMC is often ambigu-
ous and listeners could base their judgments not on pitch shifts
but on inharmonicity when conducting the tasks (De Boer, 1956;
Schouten et al., 1962), and that it was not our intention to use
this task for evaluating the pitch mechanism. The “signal” and
“non-signal” intervals in the 21-2AFC method contained RSRS
and RRRR sequences, respectively, where R indicates a harmonic
complex (i.e., original SSMC) as the reference and S indicates a
frequency-shifted SSMC. The listener was required to indicate the
signal interval (RSRS).

To assess the peripheral efficiencies of nerural phase locking
to stimulus envelope at a high frequency, we adopted a task to
measure discriminability of the transposed stimuli with modu-
lation frequencies of 125Hz and 125 + Af,, Hz, referred to as
R and S, respectively. Similarly to the low-frequency stimulus,
the listener was required to indicate the signal interval (RSRS)
as opposed to the non-signal interval (RRRR). When preform-
ing this task, the listeners could base their judgments on changes
in pitch associated with the modulation frequency, although the
pitch sensation of the transposed stimulus is generally weak and
ambiguous (Oxenham et al., 2004).

Commonly for the low- and high-frequency stimuli, an R or
S tone had a duration of 100 ms, including 20-ms raised-cosine
ramps. There were 100-ms silent intervals between the tones
within a sequence in one interval, and there was a 300-ms silent
gap between the intervals. In one session of adaptive tracking, Af
or Afy, was increased or decreased by a factor of 29 after one
incorrect response and after two consecutive correct responses,
respectively, for the first four turnpoints. The factor was reduced
to 2025 for the following eight turnpoints. The geometric mean of
Af or Afi;was computed across the last eight turnpoints, which
represented the threshold for the session.

The maximum frequency shift, Af, was limited to 50 Hz (i.e.,
0.5 x Fy Hz) in the adaptive tracking for the low-frequency stim-
ulus. For three listeners, the adaptive tracking failed to converge
within the maximum Af limit (50 Hz) for at least one session. For
those listeners, their performance was evaluated by the method of
constant stimuli, instead of the adaptive method. Subjects were
given the same instructions as for the adaptive procedure. A ses-
sion consisted of 20 trials, and subjects completed five sessions.
The Af was fixed at the maximum value, 50 Hz. The proportion
of correct responses was derived from the pooled responses across
10~12 sessions, and converted to 4’ (Hacker and Ratdliff, 1979).
To make the results comparable to the measures obtained by the
adaptive method, the threshold was derived on the assumption
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that 4’ is proportional to the frequency shift (Hopkins and Moore,
2007) and that the adaptive procedure tracked the 70.7% correct
point on the psychometric function, which corresponds to a d’
of 0.77 with a 2AFC task. This method sometimes yielded values
of the threshold greater than the maximum Af limit of 50 Hz.
Although such large values of thresholds could not be measured
empirically, they could be taken as indicators of the listeners’
performance.

Level task. In a 21-2AFC trial, the listeners were required to indi-
cate an interval containing a 400-ms-long SSMC or a transposed
stimulus whose central 200-ms portion (including 20-ms raised-
cosine ramps) was incremented in level by AL dB, while the other
non-signal interval contained an original SSMC or a transposed
stimulus. In one session of adaptive tracking, AL started with
6 dB and was increased or decreased by a factor of 2.68 after one
incorrect response and after two consecutive correct responses,
respectively, for the first four turnpoints. The factor was reduced
to 1.67 for the following eight turnpoints. The geometric mean
of AL was computed across the last eight turnpoints, which
represented the threshold for the session.

RESULTS

Threshold data for individual tasks and listeners are summarized
in Figure 1. Each symbol and error bar represents the mean and
standard error of thresholds of one listener obtained from multi-
ple sessions. Within each task, the listeners are sorted according
to the mean threshold. 1t should be noted that for the ITD and
Time tasks, the means and standard errors are represented on
a logarithmic scale. Note also that the thresholds for the low-
and high-frequency Time tasks are expressed as fractions to Fy
(100 Hz) and modulation rate (125 Hz), respectively. The num-
ber in each panel indicates the average across the listeners. One
listener (listener number: 10) exhibited an extremely large thresh-
old in the high-frequency Level task (see the rightmost data in
the corresponding panel). In the following sections, we report the
results of correlation and multiple-regression analyses with and
without this listener when they are related to the high-frequency
Level task.

Figures 2—4 show scatter plots comparing individual listen-
ers’ thresholds between pairs of tasks. Each panel in the figures
shows the data for one combination of tasks, representing 22 lis-
teners with data points. For the Time and ITD tasks, we converted
the thresholds to a logarithmic scale when plotting the data and
computing the Pearson correlation coefficients.

LOW-FREQUENCY STIMULUS

Focusing on the results for the low-frequency stimulus (Figure 2),
one can see statistically significant positive correlations for pairs
of ITD and ILD tasks (r = 0.55; p = 0.008) and of ILD and
Level tasks (r = 0.67; p = 0.001). The pair of Time and ITD
tasks showed a weak negative correlation (r = ~0.26), which was,
however, not statistically significant (p = 0.252).

We used a multiple linear regression analysis to further explore
the factors that might account for inter-individual variability in
the lateralization tasks, which might not be revealed by the sin-
gle correlation analysis. For a given lateralization task of interest

(“target task™; i.e., ITD or ILD task), we regarded the threshold
for that task as the dependent variable and the thresholds for
the remaining three tasks as the explanatory variables. A signif-
icant partial correlation of an explanatory task would suggest that
the performance of that explanatory task is a good predictor of
the performance of the target task. The size of partial correlation
coefficient for each explanatory variable could be interpreted as
indicating the size of the effect of the variable (or of mechanisms
behind the variable) on the performance of the target task, given
the values of the other variables are fixed.

The regression analyses were conducted on the threshold data
which had been transformed to z scores (i.e., having a mean of 0
and a standard deviation of 1), for individual tasks. Estimated val-
ues of partial correlation coefficients are summarized in Table 1,
along with p values indicating whether the coefficient was sig-
nificantly different from zero. For the ITD task as the target,
the partial correlation coefficient was significant for the ILD task
(p = 0.015). As for the TLD task as the target, the coefficients for
the ITD and Level tasks were significant (p = 0.015 and 0.008,
respectively).

HIGH-FREQUENCY STIMULUS

Comparisons between the thresholds of the task types for the
high-frequency stimulus are represented in Pigure 3. Significant
correlation were found for pairs of the ITD and ILD tasks (r =
0.66, p = 0.001), and of the ITD and Time tasks (r = 0.43, p =
0.045). The correlation of the ITLD and Level tasks was not signif-
icant (r = 0.41, p = 0.056; r = 0.24, p = 0.295, when listener 10
was excluded).

The results of the multiple linear regression analysis are shown
in Table 1. Consistent with the results of the single correlation
analysis, the partial correlation coefficients of the ILD and Time
tasks were significant when the I'TD task was the target (p = 0.001
and 0.026, respectively). The coefficint of the ITD task was signif-
icant when the ILD was the target task (p = 0.001). Exclusion of
listener 10 did not affect the general conclusions of the analysis.

ACROSS-FREQUENCY COMPARISONS

The correlation of task performance across frequencies can be
examined in Figure 3. When comparing the thresholds for the
same task type, one can see that the correlations were signifi-
cant for all the tasks except the Time task (r = 0.56, p = 0.007 for
ITD; r = 0.57, p = 0.005 for ILD; » = 0.08, p = 0.721 for Time;
7 = 0.57, p = 0.006 for Level). The correlation for the Level tasks,
however, became non-significant when listener 10 was excluded
(r = 0.31, p = 0.165). A significant correlation for different task
types was found in the combination of low-frequency ITD and
high-frequency ILD tasks (r = 0.67, p = 0.001). Significant cor-
relations across frequency regions imply an across-frequency
factor that determined the performance of a given task for a
frequency region.

Here again, we conducted a multiple linear regression analysis
using thresholds (in z scores) of all the combinations of task and
stimulus as independent variables. In this analysis, we were specif-
ically interested in the extent to which the performance of one
lateralization task could be accounted for by the performances
of other tasks, whether the stimuli were in the same or remote
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FIGURE 1 | Means and standard errors of individual listeners’
thresholds, expressed by the crosses and error bars, respectively. Each
panel represents one task, and each set of cross and error bar represents
one listener. Within each panel, fisteners are sorted according to the mean
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threshold. Note that for the ITD and Time tasks, the thresholds have been
log-transformed. Numbers in the panel indicate the mean across the
listeners. In the panel for the high frequency Level task, the number in gray
indicates the mean calculated excluding listener 10 {rightmost data).
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coefficients are shown with their pvalues in parentheses. Note that
for the ITD and Time tasks, the thresholds have been
log-transformed. A similar figure has appeared elsewhere (Furukaws
et al., 2013).

frequency regions, and in identifying tasks where the performance
could predict the performance of the target. We used Akaike’s
information criterion (ATC) as a basis for selecting most effec-
tive combination of variables for the regression while avoiding
overfitting (Burnham and Anderson, 2002, p. 63). The AIC values
were obtained individually for models with all possible combina-
tions of explanatory variables using the LinearModel.fit function
of MATLAB. The combination of variables exhibiting the lowest

AIC was employed for constructing the linear model. The results
of the analysis are summarized in Table 2.

The linear model could account for a relatively large frac-
tion of the variance of the threshold in a target task (R® ranged
between 0.525 and 0.632). In addition, the results of the variable
selection were generally in accordance with the findings described
eartlier: For a given target task and stimulus frequency, the other
lateralization task at the same frequency was selected as an
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FIGURE 4 | Compatrisons of thresholds between tasks for different frequency regions. The panels are arranged so that the horizontal and vertical axes
represent the data for the low- and high- frequency stimuli, respectively. Other conventions are the same as in Figures 2, 3.

explanatory variable (e.g., for the target of the low-frequency ITD  TTD task was significant and negative for the target task of low-
task, the low-frequency ILD task was selected), although the coef-  frequency Time (—0.425; p = 0.007). Exclusion of listener 10
ficients were not always significantly different from zero. It was  affected the result for the target task of high-frequency ILD: the
also confirmed that for target tasks of ITD and TLD tasks, selected  high-frequency Level task was no more selected, and the partial
explanatory variables included the Time and Level tasks, respec-  correlation coefficient for the low-frequency Time task became
tively. The partial correlation coefficient for the low-frequency significant {0.346; p = 0.030).
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Table 1 | Summary of muttiple regression analyses for low- and
high-frequency stimuli.

Freq. Target Explanatory tasks {p-value) Corrected R?
task {p-value}
ITp LD Time Level
Low ITD - 0.644 0374 —0.030 0.347
{0.015) {0.052) {0.901) {0.013)
LD 0.444 - 0.242 0.482 0.650
{0.015) {0.139) {0.008}) {0.001)
High T - 0.665 0.389 —0,109 0.509
(0.001) (0.026) {0.541) {0.001)
3.545 0.387 —0.085 0.477
{0.001) 0.031) 0,623} {0.003}
ILD 0.700 - —-0.276 0.298 0.483
{0.001) {0.137) (0.090) (0.002)
0.728 - —0.285 0.18¢ £.485
10.601 {0.147) {0.290) {0.008]

Partial correlation coefficients and the p-values are shown for individual explana-
tory tasks. Note that the analyses were conducted on the z scores of the
threshold data. The bold characters indicate statistically significant correlation
{p < 0.08). The rightmost column shows the multiple coefficients of determina-
tion (adjusted for degrees of freedom) and their p-valuss. For the high frequency
stimulus, the resuits obtained when listener 10 was excluded are also shown
in gray.

Table 2 | Summary of multiple regression analyses on all tasks.

Derived formula Corrected R2
{p-value far conresponding partial coefficient) {p-value)
ITD; =0.304-1LD; — 0.425 - Timey + 0.575-WDy 0.603
{0.089) {0.007) {0.003) {<0.001)
ILD; = 0.444.1TD; + 0.242 -Time, + 0.482 - Level, 0.550
{0.015) {0.139) {0.008) (0.001)
ITDy = 0.623-ILDy + 0.362 - Timey 0.525
{0.001) (0.027) {<0.001)
ILDy = 0.545-ITDy + 0,297 - Time; + 0.298.1TDy + 0.201 . Levely  0.632
{0.005) (0.051) {0.091) {0.168) (<0.001)
LDy = 0.632 . 1TD; 4 0.346 . Timey -+ 0.272-1TDy 0.5812
{0.002) {0.030) 0,129} {<0.001)

For each target task, explanatory variables (or tasks) were selected based on the
AIC (see text). Each symbol {e.g., ITDy} represents the threshold (in z score} of
the corresponding task and stimulus (subscripts of L and H represent low- and
high-frequency stimuli, respectively). Partial correlation coefficients and p-values
are shown for individual explanatory tasks. The bold characters indicate statisti-
cally significant coefficients {p < 0.05). The rightmost calumn shaws the multiple
coefficients of determination {adjusted for degrees of freedom) and their
p-values. For the high frequency ILD task (ILDy), a different result of variable
selection was obtained when listener 10 was excluded (indicated in gray).

PRINGIPAL COMPONENT ANALYSIS

So far, we have examined associations across tasks through
single correlation and the multiple linear regression analyses.
Interpretations of the coefficients, however, are often difficult
when there are marked correlations among the explanatory

Factor loading

12
o
o

1

ITD LD Time Level [TD ILD Time Level
AN —~ A
Low Freq. High Freq.

FIGURE 5 | {A) Factor loadings on the individual tasks, derived by the
principal component analysis. The loads for the three components fi.e.,
PC1, PCZ, and PC3) are represented by the three bars as indicated in the
key. The error bars indicate 35% confidence intervals of the loads
estimated by the bootstrap method. {B) Squared factor loadings (indicating
the praportion to the total variance for the task accounted for by that
component). Other conventions are the same as in (A).

variables, which was often the case in the present study. It was
possible that the performance of the tasks evaluated in the present
study could be explained by one or more common underlying
factors. To examine this, we conducted a principal component
analysis (PCA) on vectors of the eight tasks obtained from the
22 listeners. Before running the analysis, the threshold data were
transformed to a logarithmic scale (for the Time and ITD tasks
only) and then to z-scores (all the measures). The results indi-
cated that the data could be accounted for well by the first
three principal components (PCs; from PC1 to PC3), which
had eigenvalues of 3.33, 1.34, and 1.30, respectively. These three
PCs accounted for 74.6% of total variance. The factor loadings
(FLs) of the three PCs (indicated by gray-scaled bars) and their
squared values (FL?s) are shown in Figures 5A,B, respectively.
The FL? for a given task by a given PC indicates the propor-
tion to the total variance for the task accounted for by that
component,

For all four lateralization tasks, the FL? values by PC1 were
above 0.5. PC1 had positive loads on all the tasks (Figure 5B),
implying that PC1 reflects the general ability of the listeners to
conduct psychophysical tasks. Note, however, that the loads on
the low- and high-frequency Time tasks were relatively small.
Also, there were marked contributions of PC2 and PC3, depend-
ing on the task. For the low-frequency ITD task, PC2 could
account for more than 30% of the variance. An examination of
FLs revealed that PC2 was associated predominantly with the
low-frequency Time task (Figure 5B), and the FLs on the low-
frequency ITD and Time tasks had opposite signs (Figure 5A).
This implies that PC2 reflects a factor that had opposing effects
on the Pitch and ITD tasks at low frequency. PC3 had appre-
ciable contributions to low-frequency ILD and high-frequency
ITD tasks. PC3 was associated with the high-frequency Pitch task,
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which had the same sign as the FL on the high-frequency 1TD
task. To a lesser degree, PC3 also showed some association with
the low-frequency Level task, which had the same sign as the FL
on the low-frequency ILD task. Exclusion of listener 10 did not
alter the general conclusions of the analysis.

DISCUSSION

The major findings of the present study were: positive correla-
tions between the performance of pairs of lateralization tasks (i.e.,
ITD and ILD tasks) both within and across stimulus frequen-
cles; a negative correlation for the low-frequency ITD and the
Tirme tasks, revealed by the multiple-regression analysis; a pos-
itive correlation for the high-frequency ITD and the Time tasks;
and a positive correlation for the low-frequency ILD and the Level
tasks.

The mean thresholds obtained in the present study were
generally at the same levels of those obtained by earlier com-
parative studies: TTD: Bernstein and Trahiotis (2002), Furukawa
(2008); ILD: Grantham {1984), Furukawa (2008); Time: Plack
and Carlyon (1995), Moore and Sek (2009); Level: Moore et al.
{1997). Thresholds in the ITD task for the high frequency stim-
ulus were greater than those for the low frequency stimulus by
an order of magnitude. This quantitative difference is likely due
to the difference in the tone and modulator frequencies and does
not immediately indicate mechanistic difference between the fre-
quencies: Typical threshold ITD for the 125-Hz tone, which is
considered to be equivalent to the present transposed stimulus in
terms of the peripheral phase locking, is comparable to the thresh-
old for the transposed stimulus (see Bernstein and Trahiotis,
2002).

The significant positive correlations generally found between
the performance of pairs of lateralization tasks indicate that some
degree of inter-individual variation of performance could be
accounted for by a common factor or mechanism that under-
lies lateralization based on both ITDs and ILDs over frequency
regions. This notion is supported further by the fact that PC1
found in the PCA had large contributions to all the lateraliza-
tion tasks. Furukawa (2008) found that the degree of ITD and
ILD interaction is greater at high frequency than at low fre-
quency, indicating that the dominance of a common mechanism
depends on stimulus frequency or that different mechanisms for
ITD and ILD processing are involved for low- and high-frequency
stimulus. The present analyses regarding ITD-ILD relations, how-
ever, provided no indication of frequency-dependent processes
for ITDs and ILDs: The correlation coefficients for the ITD
and ILD pairs were not significantly different between low- and
high-frequency stimuli (p = 0.581; t-test after the Fisher trans-
formation of the correlation coefficients). One candidate for
such a mechanism is a binaural mechanism that can process
both TTDs and ILDs and can operate across frequency regions.
Unfortunately, the present study cannot rule out another candi-
date, which is a non-sensory, higher-order factor related to the
experimental procedure. Tt is possible that the inter-listener vari-
ability in the lateralization performance reflected predominantly
the difference in procedure-specific skills. It was common across
all the lateralization tasks that the listener had to identify the
direction in which (toward left or right) intracranial images of

two successive stimulus intervals changed. In the other tasks, on
the other hand, the listener was asked to choose the interval that
would contain changes in stimulus attributes.

The performance of the ITD task for the high frequency
stimulus showed a significant positive correlation with that of
the Time task. The following multiple-regression analyses also
indicated a significant contribution of the high-frequency pitch
task performance to account for the individual variability of the
ITD performance. This tendency was captured in PC3 revealed
by the PCA, suggesting that this positive correlation reflects a
factor that is independent of another non-task-specific factor
that determines the listener’s overall psychophysical performance
(expressed as PC1) or a factor that reflects the relationship of ITD
and Time tasks (expressed as PC2; described later). This finding
supports our initial hypothesis that the efficiency of neural phase
locking to envelope of high frequency stimulus has a significant
contribution to ITD-based lateralization performance.

For the low frequency stimulus, however, we failed to observe
a positive correlation in the ITD and Time task pairs for the low
frequency stimulus. This failure may be attributable to difference
in the order of magnitude required for the two tasks: Tn the low-
frequency Time task, a typical threshold of 10-Hz frequency shift
of our SSMC stimulus is considered to correspond to difference in
peak-to-peak time of TES by about 100 ps (see Moore, 2012 pp.
220-223), which is an order of magnitude greater than a typical
ITD threshold of 20 pis. For the high frequency, on the contrary, a
typical threshold Afy, of 4 Hz corresponds to change in the peak-
to-peak interval of the modulation by about 250 s, which falls in
the range of ITD thresholds.

It is interesting that the across-frequency multiple-regression
analysis with a variable selection procedure (Table 2) revealed
that the low-frequency Time-task performance was a signif-
icant predictor of the low-frequency ITD-task performance,
and it had a negative contribution. This negative relationship
was observed also as the opposite signs of the FLs for the
two tasks in PC2, an independent factor (Figure5). This neg-
ative relationship not only was unexpected on the basis of
our initial hypothesis but also appears to contradict to ear-
lier reports on hearing-impaired or aged listeners (Strelcyk
and Dau, 2009; Hopkins and Moore, 2011). This discrepancy
among studies could be explained by postulating two factors
that determine the listener’s sensitivities to ITDs and the TES:
One factor, associated with the negative correlation, is domi-
nant for normal-hearing listeners. As hearing impairment pro-
gresses, the other factor would dominate, resulting in a positive
correlation in a population of normal- and hearing-impaired
listeners.

One might be concerned about the listener’s use of the
excitation-pattern or spectral cue as a confounding factor for this
negative relationship. Although the change in the excitation level
for a typical threshold value (around Af/Fy = 0.1) was expected
to be negligible (Moore and Sek, 2009), listeners who exhibited
relatively high threshold might rely on the excitation pattern cue,
which was usable for frequency shifts near their thresholds. Those
listeners might be simply insensitive to the TFS information or
might have adapted to placing more weights on the spectral
cue than on the temporal cue in pitch judgments through their
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long-term experience (McLachlan et al,, 2013). However, it is dif-
ficult to explain the negative correlation in terms of the use of
the excitation-pattern cue: Listeners with general insensitivities
to TFES would be expected to be insensitive to ITD also, leading
to a positive correlation. We cannot think of obvious association
between larger weighting on the place over the temporal cues and
better (or poorer) performance in the ITD task.

One explanation for the puzzling negative correlation is that
the listeners could use two types of ITD cues when conduct-
ing the ITD task, namely, envelope and TFS-based ITDs (since
ITDs were imposed on both of those properties), and the per-
formance depended on the relative weights placed on the two
cues by individual listeners. It is possible that the envelope ITD
of our stimulus was more reliably coded in the auditory system
than the TFS-based TTD was. In the Time task, on the other
hand, the TFS information could be the main cue for the judg-
ments (although other types of information, such as distortion
products by cochlear non-linearity and the excitation pattern, are
also arguably potential cues, Oxenham et al,, 2009; Micheyl et al,,
2010), while the temporal envelope of the stimulus provided no
useful cue, since it always had the same repetition rate (100 Hz).
Therefore, a listener who places a greater weight on the envelope
cue would tend to exhibit better and poor performance in the ITD
and Pitch tasks, respectively. Tt should be noted that this expla-
nation assumes that individual listeners applied more or less the
same relative weights on the envelope and TFS invariantly in the
Time and ITD tasks.

As for the relationship between the ILD and Level tasks, a
significant positive correlation for the low-frequency stimulus
supports our initial hypothesis that, at least for the low frequency
stimulus, the inter-individual variability of ILD performance
reflects the difference in the efficiency of intensity coding at a
processing stage earlier than binaural interaction. One might be
concerned that the listeners in the ILD task based their judgments
primarily on the change of stimulus level within a single ear, and
thus the ILD task measured essentially monaural sensitivity to
level change. However, this is not likely, as supported by the sug-
gestion of Bernstein (2004) that the listener’s judgment is likely to
be based on changes in the position of an intracranial image, not
on the monaural cues.
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The sense of a melody's completion is influenced by the combination of the preceding melody and the
ending tone.

« Musicians and non-musicians assessed the sense of a melody’s completion equally.

« The neural responses differed between musicians and non-musicians, suggesting the neural processes
" involved in the assessment may be distinct between groups.

ABSTRACT

Objective: Both behavioral and neural responses to deviant melody endings can be enhanced through

musical training. Yet it is unknown whether there are any differences in the neural responses of musi-

cians and non-musicians given no difference in their behavioral responses. It is also unknown whether

the melody preceding the fixed final tone influences the sense of completion.

Methods: We recorded neuromagnetic responses in ten musicians and ten non-musicians while they

were evaluating the sense of completion associated with melodies.

Results: The sense of a melody’s completion was influenced by the combination of the preceding melody

and the ending tones. The N1 had shorter latency in musicians, while the sustained field had larger ampli-

tudes in non-nusicians.

Conclusions: Musicians and non-musicians rated the sense of completion similarly, yet neural responses

differed between the groups.

Significance: These findings suggest that neural processes in musicians and non-musicians may be dis-

tinct even when the sense of completion is assessed similarly in both groups, In other words, there might

be specific tonal processing available to non-musicians which can compensate for their lack of musical

training.

© 2013 International Federation of Clinical Neurophysiology. Published by Elsevier Ireland Ltd. All rights
reserved.

1. Introduction

key of C major) has the most important role and should be located
at the beginning and end of the melody. Therefore the tonic chord

In western tonal music, the notes within an octave are hierar-
chically organized according to the degree of consonance to the
most essential ‘tonic’ tone, i.e., C in the key of C major (Fig. 1A).
The tone of C is highest in the hierarchy for C major/minor keys
because of its perfect overlap in frequency with the tonic tone
(e.g., between two Cs one octave apart). According to the theory
of harmonics, the tonic tone or tonic chord (e.g., C, E and G in the

* Corresponding author. Address: 7-3-1, Hongo, Bunkyo-ku, Tokyo 113-8655,
Japan. Tel.: +81 3 5800 8665; fax: +81 3 3814 9486.
E-mail address: caorain-tky@umin.acjp (K. Amemiya).

strongly shapes the tonality of the starting tone and the ending
pattern, especially in the ending pattern, and influences the sense
of completeness and stability that is conveyed by the ending.
Previous experiments have demonstrated that the sense of
completion is automatically attenuated when the melody ends
with a non-tonic tone or chord, e.g., a dissonant chord or a subdo-
minant tone or chord (e.g., F, A and C in the key of C major) (for a
review: Koelsch and Siebel, 2005). Neurophysiological experiments
have shown that this phenomenon is observed as early negative re-
sponses to infrequent non-tonic stimuli in the oddball paradigm
(early right anterior negativity: ERAN, early negativity, EN) or

1388-2457/$36.00 © 2013 International Federation of Clinical Neurophysiology. Published by Elsevier Ireland Ltd. Al rights reserved.

hittp://dx.doi.org/10.1016/j.clinph.2013.09.027



K. Amemiya et al. / Clinical Neurophysiology 125 (2014) 738-747 738

A C
7— |
Y 40 L 3 Py (%3 Key ‘End tones
A% e Ly o Tonic H-C ¢
PO ¢ ) hoil C dur -
- o o % Subdominant E-F
F dur Tonic
Tonic Supertonic Mediant Subdominant Dominant Submediant Leading tone Subdominant|  , o
11 it v v w B dur |—ionic
Subdominant D-Es
B Es dur Tomr':
Subdominant
f—x 2 i | | — f ) s I T I} 1} Tonic G-As
R e = = LY
s 4 ; # 7 ! { 1 £ + 71 G- il Subdominant C-Des
Tonal-Tonic| (Tonal-1) Des dur Tomf;
— — - Subdominant
Y. § ] { Toni F-Cas
e e e S e e | Gos dur [—— 200
- f ) { ) 1 T < o F 1 1 Subdominant -
i L 3 1 i 1 LY | S i ¥ ) 3 N B H
I I D H dur Tonic
Tonal-Subdominant (Tonal-4) Subdominant. Dis-E
P S T E dur Tonic
w ot | 1 1 Subdominant Gis-
e e s S e e 8 i Tonic oA
onio ' I Adr e bdominant
Aonal-Tonie (Awnal-1) ubdorninan Cis-D
| | ‘—‘ — — D dur Tonic
£ .oy ) | T {é S v } T Subdominant Fis-G
. . [ A0S W ! 'Lf < lf — i G d Tonic i
! ur
o LS AU Y I A Subdominant | H-C

Atonal-Subdominant (Atonal-4)

Fig. 1. The nomenclature of the musical scale (A), examples of the four stimulus types (B) and a table showing the correspondence between melodies and ending patterns (C).
The tonal-tonic melody (Tonal-Tonic) was based on harmonic theory and used as a prototype melody; the other three melodies were made by modifying Tonal-Tonic. The
tonal-subdominant melody (Tonal-Subdominant) was the same melody except with a subdominant ending. The same two ending patterns were also paired with an atonal
melody (Atonal-Tonic and Atonal-Subdominant, respectively). In this example in the key of G major, the tonic ending pattern was composed of F#-G. This ending pattern (F#-
G) was also used as the subdominant ending pattern for the melodies in the key of D major. Likewise, the subdominant ending pattern (B-C) for the key of G major was also
used as the tonic ending pattern for the key of C major. In this way, each tonic and subdominant ending pattern was used with both a tonal and an atonal melody.

enhanced N1/N1m, P2/P2m amplitudes in response to non-tonic
stimuli in the non-oddball paradigm applying a simple comparison
of iso-frequent endings with tonic or non-tonic chords (Hashimoto
et al, 2000; Otsuka et al., 2008).

Specific responses to melody endings with non-tonic tones or
chords were evoked consistently, regardless of whether subjects
were adults or young children, whether they were musically
trained, and whether they were paying attention to the music
(Koelsch et al, 2003; Oberecker et al, 2005; Brattico et al,
2006). These findings suggest that the ability to detect unusual
endings may be inherent or that only minimal exposure to music
might be sufficient to induce this ability. The ability to detect
unusual endings and the strength of the corresponding neural re-
sponses has not only been reported to be automatic but has also
been demonstrated to be enhanced by musical training (Tervani-
emi et al, 200t). Although not all previous experiments have
explicitly shown behavioral differences between musicians and
non-musicians, there is an a priori assumption that music train-
ing enhances tonal processing ability. However, it remains un-
known whether musicians and non-musicians exhibit different
neural responses when their behavioral performances are equally
controlled. ‘

The present experiment aims to elucidate the difference be-
tween musicians and non-musicians in terms of the neural mech-
anisms of tonal processing (Madsen and Geringer, 1890; Fujioka
et al., 2004). It has been suggested that musical training can en-
hance the predictive aspect of listening (Baurnann et al, 2008;
Strait et al.,, 2010). Based on previous studies, we hypothesized that
musicians process melody with less effort than non-musicians,
while non-musicians process melody using extra effort such as
attention control. Therefore, we further hypothesized that the rel-
atively earlier component of tonal processing, N1m, which reflects
automatic processing, training effect, expectation, or focal atten-
tion, would be dominant in musicians because musicians can listen
to music while also expecting and predicting future ending. Non-
musicians, in contrast, would rely more heavily on the relatively

later and more sustained component known as sustained field
(SF), which is known to be related to sustained attention (Gumnji
et al., 2003), because they have to listen to music with less expec-
tation of ending so that the cognitive burden would be heavier
than non-musicians. If there are any differences between musi-
cians and non-musicians in relatively early responses, this effect
might be related to training, more specifically, to the musicians’
greater experience in listening to piano tones. If any differences ex-
ist in the SF component, sustained attention or cognitive burden
might have contributed to them (Minati et al,, 2008, 2009, 2010).
There are many reports which demonstrate that the attention
modulates much earlier component (such as Auditory Steady-State
Evoked Responses: ASSR). However, auditory attention differen-
tially affects the generators of ASSR, N1m, and SF (Okamoto
et al., 2011). While the physical aspects of a tone affect the early
component {ASSR), sustained attention affects the later component
(SF). N1m is influenced by beth physical aspects and focused atten-
tion. In the present study, we used an identical stimulus set, allow-
ing us to focus on N1m and SF. There is another important
caomponent of attention, P3a, but there was little consistent activity
in the MEG at the time when the N2 and P3 components of the ERP
occurred (Siedenberg et al, 1996). Accordingly, we intend to focus
on N1m and SF, both of which are shown in the experiment report-
ing the effect of attention.

To explore the listener’s recognition of a sense of completion,
previous studies have compared differences between the expected
final chord and unexpected final chords while the preceding mel-
ody remains unchanged. However, potentially different neural
activities are also elicited by different final chords or various com-
ponents of chords. In order to avoid these potential differences, we
used a single tone melody without the oddball paradigm. Addition-
ally, we sought to investigate changes in neural responses that
occur not when the final tone/chord is replaced but when the syn-
tactic relationship between the preceding melody context and the
final tone is changed. Therefore, we manipulated the preceding
melody while keeping the final tone fixed.
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The aim of the present study is twofold. The first is to examine
whether there are any differences in the neural responses of musi-
cians and non-musicians to tonic and non-tonic (subdominant)
melody endings given no difference in their behavioral responses.
The second is to examine whether the sense of completion is con-
text-dependent or not, that is, whether the context provided by the
tonality of the preceding melody influences the sense of comple-
tion even when the final tone is fixed.

2. Experimental procedure
2.1. Participants

Ten music experts (age: 20-29, average: 22.1) and ten musically
untrained people (age: 21-29, average: 24.6) were enrolled in this
study. All of them were right-handed (Edinburgh inventory) and
had normal hearing (Didfield, 1871). All of the music experts had
majored in piano at a college of music and had received classical
piano instruction for more than ten years (range: 15-25).
Non-musicians had no formal musical training. Written informed
consent was obtained from all participants after the purpose and
procedures of the experiment had been fully explained. The exper-
iment was approved by the Ethics Committee of the University of
Tokyo.

2.2. Stimuli

Usually, a tonal melody ends with its tonic tone (1: Cin C major;
for names and numbers in tonal order, see Fig. 1A); for this reason,
a melody ending with a subdominant tone (such as 4: F in C major)
elicits a sense of incompleteness. We presented melodies with
tonic endings and melodies with subdominant endings to the
subjects. The melodies themselves were of two types, one tonal
melody and one non-perfect tonal (atonal) melody, in order to
elucidate the effect of tonality within the melody preceding the
ending note. Thus our stimuli consisted of four patterns: two mel-
odies (tonal vs. atonal) x two endings (tonic ending vs. subdomi-
nant ending). All twelve major keys were used.

Fig. 1B depicts how we generated the experimental melodies.
First, a prototype melody was prepared for each key (12 melodies
in all); this was a tonal melody ending with a tonic tone (Audio S1:
Tonal-Tonic). Next the final tone was replaced with a subdominant
tone without changing the preceding melody (Audic 52: Tonal-
Subdominant). Atonal melodies were generated by modifying the
tonal melodies (for details, see following paragraph), and the tonic
and subdominant endings were applied to the atonal melody for
each key (Atonal with tonic ending: Audio 53: Atonal-Tonic; Atonal
with subdominant ending: Audic $4: Atonal-Subdominant).

On the basis of the theory of harmonics, the leading tone (sub-
tonic tone: B in C major) was placed before the final tonic tone, so
that the final tone was always preceded by the semitone below.
The ending of T-1 consisted of continuous tones: leading tone to
tonic tone (H~C in C major). To generate a physically similar ending
pattern for T-4, the mediant tone (half tone lower than the subdo-
minant: E in C major) was placed before the subdominant (ending)
tone (E-F in C major). This ensured that the ending always featured
a half-tone relationship. Because these four tones were griginally
included in the major key, neither of these two endings deviated
from its preceding melody.

Since the semitone relationship is physically identical between
the tonic (subtonic-tonic) and subdominant (mediant-subdomi-
nant) endings, the subtonic-tonic relationship in one key could
be the mediant-subdominant in another key. In C-major, for exam-
ple, the subdominant ending is F and the preceding tone is E; this
ending is the same as the tonic ending in the key of F-major

(subtonic: E followed by tonic tone: F). In this way, every ending
pattern was used as both a dominant and a subdominant ending
pattern. The only difference determining whether an ending was
dominant or subdominant was the preceding melody (priming
melody) (Fig. 1C).

The procedure by which we generated our atonal melody was
as follows. Because each of the mediant-subdominant or sub-
tonic-tonic tone sequences was used as the ending of a tonal mel-
ody, the same sequences were also used as the endings of atonal
melody patterns. Considering the effect of the listeners’ short term
memory, these four tones could not be changed in the atonal mel-
odies. Excepting these four tanes, therefore, the super tonic (2: D in
C major), dominant (5: G in C major) and submediant (6: A in C
major) were each played one semitone up (Dis, Gis, Ais in C major
each) to convert the tonal melody into an atonal melody.

To ensure that the 12 melodies - one for each key - were equiv-
alent, we adopted the following criteria. Each melody consisted of
seven tones in its key (in C major, for example, C, D, E, F, G, A and H)
and each tone was used only once per melody. The starting tone
was one of the tones in the tonic triad (C or E in C major); these
were randomly but equally assigned for all keys. Although the
dominant tone is included in the tonic triad, we did not use this
tone as a starting tone because it was modified in the atonal ver-
sion of the melody.

Stimuli were generated using digital piano fones by Score Ma-
ker 3 (Kawai, Japan), and pseudo-randomly sequenced using a
STIM2 system (Compumedics Neuroscan, El Paso, TX, USA). The
duration of each melody tone was 300 ms and that of each ending
tone was 600 ms. The average interval between the melody and the
ending tone was 600 ms; this interval was randomly varied within
a range of *10% to prevent contamination from the late compo-
nents of the response to the previous stimulus. The inter-trial
interval was 2000 ms regardless of subjects’ response. Stimuli were
delivered binaurally at a sound pressure of 60 dB through ER-3A
earphones (Etymotic Research, Elk Grave Village, IL, USA).

2.3. Task

We employed a two-alternative forced-choice task. When par-
ticipants judged that a melody had ended with a sense of com-
pleteness, they were required to press the button on a response
pad on their left with their left index finger, When they judged that
a melody had ended with a sense of incompleteness, they were re-
quired to press a button on their right with their right index finger.
After several training sessions allowing participants to grasp the
timing of the melodies’ endings and the interval between se-
quences, they were instructed to press either the left or the right
button within the interval between sequences to exclude the pos-
sibility of contamination related to movement preparation. These
behavioral data were also collected using the STIM2 system.

2.4. MEG data acquisition

MEG data were acquired in a magnetically shielded room using
a helmet-shaped SQUID (superconducting quantum interference
device) system with 204 first-order planar gradiometers at 102
measuring sites and 102 magnetometers (Elekta-Neuromag, Hel-
sinki, Finland). Signals were digitized on-line with a bandwidth
of 0.1-200 Hz at a sampling rate of 1000 Hz. Epochs with artifacts
exceeding 3 pT/cm in any MEG channel were discarded. At least 90
artifact-free epochs were recorded per stimulus-type per partici-
pant, and epochs for the same melody category were averaged
for analysis.

External noise was removed from the MEG data (including
empty-room data) using the Signal-Space Separation temporal
extension method (Taulu et al, 2005; Taulu and Hari, 2009)
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implemented with the Neuromag software (Elekta-Neuromag, Hel-
sinki, Finland) (Wehner et al., 2008; Henson et al,, 2009). We used
one of two offline low-pass filters: either (1) the averaged data
from the analysis time between 0 and 300 ms were filtered with
an off-line low-pass filter of 40 Hz, or (2) we applied another
low-pass filter (<5 Hz) for the later component (>300 ms) instead,
in order to elucidate the auditory evoked sustained field (Sieden-
berg et al,, 1996; Okamoto et al,, 2011).

2.5. Statistical analysis

For behavioral data, subjects’ judgments of completeness were
gathered for each melody type, and these data were analyzed using
repeated ANOVA (Subjects x Tonality x End-type). Post-hoc tests
were performed according to Ryan's method.

MEG recording was triggered by the onset of the last tone of
each melody, and analysis time ranged from —100 to 700 ms. The
mean of the waveforms in the 100-ms period before onset served
as the baseline. For analysis, MEG data were root mean-squared
(RMS) to yield the RMS amplitude of the magnetic field of the
predetermined perisylvian channels, and repeated ANOVA was
conducted using these RMS values. This subset of sensors, one for
each hemisphere, was centered over the auditory cortex and typi-
cally used 22 planar sensor pairs (44 channels), especially for anal-
ysis on acoustic studies (Yumoto et al., 2005, 2007). For analysis,
we used only pairs of gradiometers, because gradiometers and
magnetometers measure different values, so that we could calcu-
late RMS values using only gradiometers.

The first positive peak, which occurred around 40-70 ms, was
labeled P1im, the first negative peak, which occurred around 80-
150 ms, was labeled N1m, the next positive peak, which occurred
around 160-200 ms, was labeled P2m, and the last clear negative
sustained activation, which occurred around 300-500 ms, was la-
beled SF. All were clearly observed in most participants for each
stimulus condition. Their polarities were judged based on dipole
orientation. Since not all participants showed a clear response,
especially in the P1m component (in two or three non-musicians,
peak for P1m were not obtained for each condition especially in
the left hemisphere), we analyzed only the Nim, P2m and SF com-
ponents in the present study. For each participant, the highest/low-
est detectable peaks within each window were picked up for N1m
and P2m, respectively. SF was calculated as the mean amplitude
between 300 and 500 ms.

Three-way repeated ANOVA (‘Group: Musicians vs. Non-musi-
cians', ‘Tonality: Tonal vs. Atonal' and ‘End-type: Tonic tone vs.
Subdominant tone') was performed on the peak latencies and
amplitudes of mean perisylvian RMS values of N1m, P2m, and SF.
The main effect of ‘Group’ shows the difference between musicians
and non-musicians, while that of ‘Tonality’ indicates whether the
melody was tonal or atonal and that of ‘End-type’ indicates
whether the melody ended with a tonic or subdominant tone.

For dipole estimation, the sources of each component were
modeled, separately for each hemisphere, as single equivalent
current dipoles (ECD) in a spherical conductor, independently for
the averaged data of each category in each participant. The ECDs
were calculated at the peak latencies from the same predefined
perisylvian channels. The estimated ECDs were described accord-
ing to a head-based coordinate system. The x-axis passes through
the two preauricular points digitized before data acquisition with
the positive direction defined as the right. The y-axis passes
through the nasion and is normal to the x-axis. The z-axis points
upward according to the right-handed rule and is normal to the
x-y plane. ECD data were excluded if they did not fulfill the limit
of goodness-of-fit (>75%) and the upper limit of confidence volume
{<1000 mm?3).

To allow for the mapping of each individual brain, high-resolu-
tion T-1 weighted MR images (repetition time, 30 ms; field of view,
192 x 192 mm?; resolution, 1 x 1 x 1 mm®) were obtained for all
participants (Trio Tim, Siemens, Erlangen, Germany), then overlaid
with ECD.

3. Results
3.1. Behavioral results

The completeness ratings assigned to each stimulus were aver-
aged. Fig. 2 presents the proportion of ratings in the forced choice
of both musicians and non-musicians. Significant main effects
were obtained both for tonality and end-type (for Tonality: F (1,
16) = 66.8, p < 0.001; for End-type: F (1, 16) = 46.8, p < 0.001). Sig-
nificant interaction was also found between end-type and tonality
(F (1, 1)=32.0, p<0.001). The following post hoc simple main
effects of interaction were significant: tonic for tonality (F (1,
32)=98.7, p<0.001), subdominant for tonality (F (1, 32)=12.5,
p < 0.005), tonic for end-type (F (1, 32) = 77.0, p < 0.001), and sub-
dominant for end-type (F(1,32) = 8.7, p < 0.01). There was no main
effect for group and no interaction between group and either of the
other two variables, even though there seems to be a difference
especially in the Tonal IV condition.

ANOVA results revealed that tonal melodies elicited a signifi-
cantly stronger sense of completeness than atonal melodies did
(Fig. 2B) and that tonic tone endings were judged to give more
completeness to stimuli than subdominant endings did (Fig. 2C).

3.2. Amplitude and latency of MEG responses

Fig. 3A shows grand-averaged MEG waveforms in musicians
and predetermined perisylvian channels (see Methods). Both sets
of waveforms exhibited a clear N1m and P2m followed by a large
negative SF for each stimulus condition and for each group. The
RMS peak latencies and amplitudes of the N1m and P2m peaks
and the mean amplitude of SF were measured in the predeter-
mined temporal channels for each subject.

3.2.1. Nim
3.2.1.1. N1m latency. The main effect of Group (group) on N1m la-
tency in the right hemisphere was significant (F (1, 16)=5.93;
p < 0.05). Specifically, the latency of N1m was shorter in musicians
than in non-musicians. Interaction between group and tonality
was obtained but was not significant (Fig. 3B).

In contrast, neither a main effect of any the three factors nor any
interaction between them was found in the left hemisphere.

3.2.1.2. N1m amplitude. With respect to peak RMS amplitude, a sig-
nificant interaction between group and tonality was present in the
right hemisphere only (F (1, 1) = 5.89, p < 0.05), although a signifi-
cant post hroc main effect was not observed. No main effect of any
of the factors was significant in the right hemisphere. In the left
hemisphere, neither main effect nor interaction was found
Figs. (3B and 4).

322 P2m

For P2m peak latency, there were no main effects of interactions
between tonality, end-type or group in either hemisphere. Simi-
larly, there were no main effects and no interactions affecting the
P2m amplitude in either hemisphere.

323.SF
Neither main effect nor interaction was found in the left hemi-
sphere. In the right hemisphere, there was a significant interaction



