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ABSTRACT

This paper presents an investigation of optimal feature value set in false positive reduction process for the
automated method of enlarged abdominal lymph node detection. We have developed the automated abdominal
lymph node detection method to aid for surgical planning. Because it is important to understand the location
and the structure of an enlarged lymph node in order to make a suitable surgical plan. However, our previous
method was not able to obtain the suitable feature value set. This method was able to detect 71.6% of the
lymph nodes with 12.5 FPs per case. In this paper, we investigate the optimal feature value set in the false
positive reduction process to improve the method for automated abdominal lymph node detection. By applying
our improved method by using the optimal feature value set to 28 cases of abdominal 3D CT images, we detected
about 74.7% of the abdominal lymph nodes with 11.8 FPs/case.

Keywords: computer aided surgery, lymph node detection, local intensity structure analysis, support vector
machine

1. INTRODUCTION

Detection of abdominal lymph nodes from pre-operative CT volumes is important process for the pre-operative
diagnosis of cancer-related surgery. In the abdominal cancer surgery, surgeons must resect not only tumors
and metastases but also lymph nodes that have the possibility of metastasis. This procedure is called as lym-
phadenectomy or lymph node dissection. Insufficient lymphadenectomy has high risk for recurrence. However,
excessive resection decreases patient’s post-operative quality of life. Therefore, it is important to understand the
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location and the structure of a lymph node in order to make a suitable surgical plan. An automated detection
method for enlarged lymph nodes is very helpful for the preoperative diagnosis to decide the resection area.

Automated lymph node detection methods are proposed by several research groups.’™ The mediastinal
lymph nodes detection methods are proposed by Feulner et al.? and Feuerstein et al.> Feulner et al.? proposed
a method based on a spacial prior probability to detect mediastinal lymph nodes. Feuerstein et al.® proposed
a method based on the probabilistic atlas showing the existences of mediastinal lymph nodes. These methods
utilize the location information of mediastinal lymph nodes. However, in abdominal regions, the organs, blood
vessels, and lymph nodes move easily according to a patient’s posture. Therefore, the location information of
lymph nodes is inefficient for detecting abdominal lymph nodes. Axillary and abdominal lymph nodes detection
methos are proposed by Barbu et al.' which is based on the appearance of lymph nodes. This method can detect
lymph nodes at high accuracy by using 3-D Haar-like features and gradient information. Also mediastinal and
abdominal lymph node detction method was proposed by Roth et al.* based on convolutional neural network,
by Seff et al.? using 2D images of lymph nodes. However, these methods target abdominal lymph nodes whose
diameters are over 10 mm.

In contrast to these methods, we detect abdominal lymph nodes over 5 mm in diameter by a detection method
based on the estimation and the classification of local intensity structures. Abdominal lymph nodes over 5 mm
in diameter are more effective to diagnose abdominal lymph nodes metastasis. However, the detection results
include many false positives (FPs) in the intestines and the veins.®> This is because FP reduction based on
lymph node size becomes much was critical. Moreover, we have tried to improve this detection method with an
additional FP reduction process based on feature analysis.® However, this method was not able to obtain the
suitable feature value set. This method was able to detect 71.6% of the lymph nodes with 12.5 FPs per case.
And the number of features which is selected or deselected by the selection method is 20 from 87 features. In
this paper, we investigate the optimal feature value set by using feature selection methods.

In Section 2, we describe our lymph node detection method and the detail of the feature selection method
to investigate the optimal feature value set. The experimental results and discussion are described in Section 3
and 4, respectively.

2. METHOD
2.1 Overview

Our lymph node detection method consists of two processes: candidate lymph node detection and false positive
reduction.’ In the candidate lymph node detection, the blob-like structure enhancement (BSE) filter based on
local intensity structure analysis detects the candidates of enlarged lymph nodes. In false positive reduction, the
candidate regions are classified into lymph nodes and FPs based on the feature analysis. In this process, the
classifier is constructed using the set of the feature values. In this paper, we optimize the set of feature values by
investigating each feature value using the sequential feature selection method. The sequential feature selection
method is the standard method. We utilize these selection methods to obtain the effectiveness of each feature.

2.2 Candidate lymph node detection and FP reduction

In order to enhance lymph nodes, a BSE filter based on Hessian analysis is applied to the abdominal CT image.
The filter calculates the blob-like value of each voxel by using the combination of magnitudes of the eigenvalues
of Hessian matrix. The candidate lymph node which is extracted by the thresholding process for the enhanced
image by the BSE filter. However, the candidate region is not whole lymph node region. In order to extract
whole lymph node region, the region growing technique are utilized.

FP reduction process utilizes a classifier based on SVM, which is implemented by Chang et al.” Table 1
shows the part of the typical feature value which is utilized in the classifier. They consist of two types of
measurements: the texture and shape information. The texture information is calculated by the intensity value
of the candidate regions. The lymph nodes are often surrounded by low-intensity structures. On the other hand,
the FP such as the part of the intestines or veins connects the similar intensity region. Therefore, we utilize the
texture information of the expanding candidate region and the surrounding region of the candidate region by
subtracting the regions of the expanding candidate region. The shape information is calculated by the volume
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and the surface of each candidate region. The enlarged lymph nodes are spherical or ellipsoidal. Therefore, if
the sphericity of the candidate region is high, the candidate region has a high probability to be a lymph node.
We investigate the optimal the set of feature values by the feature selection method in shown below.

2.3 Feature Selection method

The feature selection process can be expressed as

JW) = max J(Z), 1
(W) R (Z), (1)
where W is the set of optimal feature values, Y is the set of all feature values, Z is a set of feature values, d is
the number of feature value of 7, and J is the evaluation function. In this paper, we utilize the specificity of the
discrimination results in the FP reduction process as the evaluation function.

There are many feature selection methods to optimize the set of feature value. In this paper, we use two
simple sequential selection methods which are sequential forward selection (SFS) method and sequential backward
selection (SBS). Because, our purpose of this work includes not only the improvement of the detection accuracy
but also the development of new feature value at the future.

The SF'S select the set of feature values by increase one by one which feature value can increase the evaluation
function.

Input: Zo={0}
Output: subset 7,

1 k1
repeat
3 at = arg maxJ(Zy + x)
LA
4 Ziyr = Zy + 2t
5 E+—k+1
6 until J(Z}) satisfies evaluation value

Algorithm 1. Sequential forward selection method

Where + shows the feature x is added to the set Z;. The feature value z which maximizes the evaluation
function J(Zy + z) adds to the set of the feature value Z. So, x can be assumed that the efficient feature value
to improve detection accuracy.

The SBS selects the set of feature values by decrease one by one which feature value can increase the evaluation
function.

Input: Zo =Y
Output: subset Zj

1 k+ D
2 repeat
3 z” = arg max J(Z, — )
TE€EZy
4 o1 =2 —x~
5 k+—k—-1
6 until J(Zy) satisfies evaluation value

Algorithm 2. Sequential backward selection method

Where — shows the feature z is subtracted from the set Z, and D is the number of feature value of Y. The
feature value z which maximizes the evaluation function J(Zj — z) subtracts from the set of the feature value Z.
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Table 1 Typical feature values
Type of feature [ Feature values

Shape related feature value Ratio of volume and surface area, Ratio of major axis and miner axis,

Sphericity, Inscribed sphericity, Circumscribed sphericity,
Cross-section area of bounding box

Texture related feature value* Average, Variance, Maximum value, Minimum value, Median value,

First quartile, Third quartile, Degree of kurtosis and degree of skewness

* Texture related feature values are calculated by candidate region and/or its surrounding region.

3. EXPERIMENTS

We investigate the optimal feature value set by using feature selection methods. We evaluated each feature value
set by using of 28 cases of 3-D abdominal CT images, including five colorectal cancer and 23 stomach cancer
cases, by leave-one-patient-out cross validation. We performed the leave-one-patient-out cross validation in each
step of the feature selection methods. CT images were taken by multi-detector row CT scanners( 512 x 512
pixels, 238-521 slices, 0.586-0.782 mm pixel spacing, 0.5-1.0 mm reconstruction pitch). The ground truth of the
26 cases was created by medical doctors, and that of the other two cases was created by two engineers who are
experts in lymph node detection. The number of target lymph nodes is 95. The parameter of the detection
method is described in the previous method.® The maximum number of selected and deselected feature values
are 60. SF'S utilize 1 to 60 feature values. SBS utilize 86 to 25 feature values.

Experimental results showed that the TP fraction was 74.7% (71/95) and the number of FPs per case was
11.8 using 27 feature values selected by SFS. Figure 1 shows the precision rate that are results utilized selected
and deselected feature values by SFS and SBS method respectively. Figure 2 shows an example of TP case and
Figure 3 shows an example of FP case when utilize optimal feature value set. The green region shows TP and
the yellow region shows FP.

4. DISCUSSION

As shown in Fig.1, the feature values that is efficient to increase the detection accuracy can be selected by SFS.
The efficiency of the selected feature values and the combination of the selected feature values by SFS will cause
such results. The best result is indicated by yellow arrow when the number of feature values is 27. Although
the number of the shape-related feature values prepared in this paper is 12, 9 shape-related feature values are
selected from 12 prepared feature values. An one third of the optimal feature value set is the shape-related
feature value. This indicates that shape-related feature values are efficient in the classification process. On the
other hand, the number of the shape-related feature values that is deselected as the inefficient feature by SBS
is three out of 50. These experimental results indicate that the shape-related feature value is important and
effective to improve FP reduction process.

The selected texture-related feature values in the optimal feature value set consists of four values calculated
from candidate region and 14 values calculated from the surrounding region. Furthermore, texture-related feature
values of surrounding regions contributed in the improvement of the precession rate (Feature values 18, 21, 22,
23). These experimental results indicate the surrounding regions of the candidate region is also effective.

Additionally, the SFS and the SBS method can fall into a local minimum. In Fig.1, the precision rate is
different between SFS and SBS when the same number of features are in feature set. This indicates that SFS
and/or SBS method may fall in a local solution. We plan to avoid these problems by utilizing sequential floating
selection methods or similar.

Figure 2 shows that the proposed method was able to detect abdominal lymph nodes of various sizes. Figure
3 shows that the shape and the texture of abdominal lymph nodes are very similar to the remained FP’s one.
Therefore, we have to develop new features to distinguish such FPs.
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Figure 1 Precision rate that are results utilized selected and deselected feature values. Blue line shows results
of SFS. Red line shows results of SBS. Green line shows precision rate when utilize whole feature values. Yellow
arrow indicates best accuracy.

5. CONCLUSIONS

This paper presents the investigation of the optimal feature value set in FP reduction process for automated
abdominal lymph node detection. We were able to improve the TP rate from 71.6% to 74.7% and reduce the FPs
from 12.5 per case to 11.8 per case by using the optimal feature value set. Future work includes improvement
of the feature selection method using another selection method and development of new feature value from the
features which are contribute to the detection accuracy.
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Figure 3 Examples of FP (left column: part of intestine, middle column: part of vein, right column: part of
abdominal organ).
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ABSTRACT

This paper presents a method for generating branching pattern reports of abdominal blood vessels for laparoscopic
gastrectomy. In gastrectomy, it is very important to understand branching structure of abdominal arteries and
veins, which feed and drain specific abdominal organs including the stomach, the liver and the pancreas. In the
real clinical stage, a surgeon creates a diagnostic report of the patient anatomy. This report summarizes the
branching patterns of the blood vessels related to the stomach. The surgeon decides actual operative procedure.
This paper shows an automated method to generate a branching pattern report for abdominal blood vessels
based on automated anatomical labeling. The report contains 3D rendering showing important blood vessels
and descriptions of branching patterns of each vessel. We have applied this method for fifty cases of 3D abdominal
CT scans and confirmed the proposed method can automatically generate branching pattern reports of abdominal
arteries.

Keywords: Anatomical labeling, laparoscopic surgery, blood vessels, gastric cancer, diagnostic report

1. INTRODUCTION

Understanding of blood vessel structure for each patient is a crucial task in pre-operative diagnosis. Gastroin-
testinal cancer is common disease especially in Asian countries. Gastrointestinal cancers of early stages are
nowadays are resected by laparoscopic surgery. In gastrectomy using a laparoscope, it is very important to
understand branching structure of the abdominal arteries and veins, which feed and drain specific abdominal
organs including the stomach, the liver and the pancreas.! Since there are many variations in branching patterns
in the abdominal blood vessels, a surgeon needs to understand the branching patterns of the abdominal blood
vessels of a patient to be treated at the preoperative diagnostic stage. For example, in the real clinical field,
a surgeon creates a diagnostic report of the patient anatomy as shown in Fig. 1. This report summarizes the
branching patterns of the blood vessels which feed and drain the stomach. It depicts a key frame of 3D rendering
of the abdominal blood vessels and shows short description of branching structure of key blood vessels. Based
on such reports, the surgeon decides actual operative procedure like blood vessel clipping in gastrectomy.

Many blood vessel extraction methods from medical images have been proposed.?® By using blood vessel
regions extracted by the extraction methods, anatomical labeling can be performed. There are several reports
on automated anatomical labeling of the abdominal blood vessels. Hoang et al. presented automated method for
anatomical labeling of the abdominal arteries, which is based on the machine learning technique.® This method
is able to assign anatomical names of each branch of the abdominal arteries by constructing the classifier that
outputs anatomical names based on features computed for each branch. Matsuzaki et al. presented a method
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Figure 1. Sample of diagnostic report about branching pattern of blood vessels created by surgeon.

for anatomical labeling of the abdominal veins.” This method is also utilizing a machine learning technique and
is extensible for the abdominal veins. Suzuki et al. tried automated anatomical labeling by considering organs
connecting to the blood vessels.® It would be very helpful for laparoscopic surgery if we could generate diagnostic
report of branching patterns of the blood vessels based on automated anatomical labeling. However there is no
report on automated generation of diagnostic report of the abdominal blood vessels.

This paper tries to automatically generate diagnostic reports of blood vessel branching patterns of a patient
who will have gastrectomy surgery. Blood vessel regions and anatomical labels of them are obtained from a CT
volume. A key frame of blood vessels and a branching pattern summary are automatically generated from the
blood vessel regions and the anatomical labels. The key frame and the branching pattern summary are included
in an automatically generated diagnostic report.

2. METHOD
2.1 Overview

Blood vessels considered in generating a diagnostic report are listed in Tables 1 and 2. Here, we describe the set
of anatomical names shown in the tables as N.

The proposed method consists of the following four steps: (a) preprocessing, (b) automated anatomical
labeling, (c) key frame rendering, (d) branching pattern summary generation, (e) diagnostic report output about
blood vessels. In this paper, a tree structure of the abdominal blood vessels is express by the graph representation.
Each edge of the graph represents each branch of the blood vessels. Anatomical names are assigned to each edge
of the graph.

To determine necessary information in the diagnostic report, we checked diagnostic reports that are manually
made by a surgeon and discussed about necessary information. Based on our discussions, the following informa-
tion are selected: (a) 3D key frame, (b) information about each branch and (c) positional relationship between
CHA and LGV. We generated the following information for each branch: anatomical name, anatomical name of
the parent branch and the position of the branching point. Since the positional relationship of CHA and LGV
topologically differs among patients and these blood vessels are important in gastrectomy (CHA runs anterior
side than LGV or opposite positional relation), we generate a special report for these blood vessels.
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Table 1. Abdominal arteries described in a diagnostic report.
| Abdominal artery name | Short name |

abdominal aorta Ao
celiac artery CA
common hepatic artery CHA
proper hepatic artery PHA
left hepatic artery LHA
right hepatic artery RHA
gastroduodenal artery GDA
left gastric artery LGA
right gastric artery RGA

left gastro-epiploic artery LGEA
right gastro-epiploic artery RGEA

splenic artery SA

superior mesenteric artery SMA
inferior mesenteric artery IMA
left renal artery LRA
right renal artery RRA

left common iliac artery LCIA
right common iliac artery RCIA
left external iliac artery LETA
right external iliac artery REIA
left internal iliac artery LITA
right internal iliac artery RITA

Table 2. Hepatic portal veins described in a diagnostic report.
| Hepatic portal vein name | Short name |

portal vein PV
superior mesenteric vein SMV
inferior mesenteric vein MV
splenic vein SV
left gastric vein LGV
gastro-colic trunk GCT
left gastro-epiploic vein LGEV
right gastro-epiploic vein RGEV

2.2 Branching pattern report generation
2.2.1 Preprocessing

We extract blood vessel regions from the CT volume. The upper abdominal arteries and portal vein systems are
targets of the proposed method. Region-growing based method followed by manual correction is utilized here
to extract blood vessel regions. These blood vessel regions are thinned!® to obtain the medial lines. The graph
structure G is constructed from the thinned results and is expressed as G = (V,B). Here, V shows a set of ends
or branching nodes of the graph and B represents a set of paths of branches. The path is represented by a set
of voxels forming a branch.

2.2.2 Anatomical labeling

Anatomical labeling is performed by the method based on the optimum branching pattern selection.” Although
this method basically performs anatomical labeling based on the machine learning approach, we determine
anatomical labels for each branch on the graph showing possible branching pattern variations. After this step,
each branch (edge) of the tree structure has its anatomical name shown in Tables 1 and 2.
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Figure 2. Viewpoint and view direction set up. Virtual camera is oriented so that it looks at CA.

2.2.3 Key frame rendering

Diagnostic report includes one or more pictures that enable a surgeon to understand branching patterns and
running direction of blood vessels. Since it is hard to understand them from 2D slices, it is needed to generate
3D rendering of blood vessel regions extracted in the prepossessing step. The important point to render such
images is determination of the viewpoint and the view direction. Once the viewpoint and the view direction are
determined, 3D key frame is rendered by the volume rendering technique.’

Since the proposed method mainly focuses on diagnostic report generation for assisting gastrectomy, it is
required to show important blood vessels in gastrectomy including the gastric artery, the hepatic artery and the
gastric vein. We need to automatically compute the viewpoint and the view direction of the virtual camera of
the volume rendering for enabling us to see such blood vessels on a 3D rendered image.

Most of the gastric and the hepatic arteries are children or grandchildren branches of the CA. The gastric
vein runs parallel to the gastric artery. Hence, we set CA as the point of interest and the viewpoint is located
at the upper-left side of the CA. The viewpoint pyiew, the view direction djook, and the up direction dyp is
determined by the following way. These positional relationship is shown in Fig. 2.

First, we look for a branch b whose anatomical name is CA. Then the middle point of b is considered as the
point of interest pca. The viewpoint pyiew is located at the upper-left side of CA and is calculated as

Pview = Pca+ (alw, blhv C1 d)Ta (1)

where w, h and d mean the length along the right to the left direction, the anterior to the posterior direction
and head-to-foot direction. a, by and ¢ are constants adjusting the camera location. The view direction djoex
of the camera can be easily computed by the relationship between the camera position pyiew and the point of
interest pca. diook is calculated as

1

PCA — Pview| - 2
‘pCA - pview| | 3 I ( )

dlook

The up direction of the virtual camera is set so that it heads to the head direction. It is computed by
™
dup = R (dvieW7dview X dheada 5) ) (3)

where R(a,b,f) means the rotation of the vector a around the axis b in the degree of 6. dpeaq shows the
foot-to-head direction and defined as dpeaq = (0,0, —1)7.

If we cannot find the CA in anatomical labeling results, we calculate the viewpoint and the view direction as

Pview = Pca + (a2w,bah, c2d)”, (4)
diok = (0,1,0)7, (5)
dheaa = (0,0,-1)7T. (6)

(7)
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CA
CA {

Figure 3. Examples of automatically generated 3D key frame images. Positions of the CAs are indicated in these figures.

Then we generate a key frame image by the volume rendering using the viewpoint and the view direction
parameters calculated above. Figure 3 shows examples of key frame images.

2.2.4 Branching pattern summary generation

It is important to understand the base branch (parent or grandparent branch) of each blood vessel, distances
from the base branch to a target branch and branching positions in pre-operative diagnosis. The proposed
method generates such report as textual information. Branching position shows the branching location of the
target branch such as branching on the way of the base branch or branching at the end point of the base branch.

Branching information For each anatomical name v € N, we find the actual branch b € B having the
anatomical name v. Then the base branch b of b is found from the tree structure of the blood vessel region of the
input volume. We output the anatomical name of v and the anatomical name of the base branch b on the report.
If we cannot find anatomical name v in the anatomical labeling results, the report shows v does not ezist.

We also output the branching point information on the report. If the starting point s, of the branch b having
anatomical name v coincides with the end point e; of the origin branch b having the anatomical name 9, the
report for the branch v shows bifurcate from the end of 0. If not, we compute the distance [ from the start point
s; of the base branch b having the anatomical name 9 to the starting point s, of the branch b having anatomical
name v along the medial line of the blood vessel regions. In this case, the report shows bifurcate at | mm point
from the base point of v.

Topological information The proposed method also outputs topological relationship of the CHA and LGV.
Let Poga and Pray be a set of voxels forming the path of the branch having the name CHA and a set of voxels
forming the path of the branch having the name LGV, respectively. We compute two points p* and q* by

(p*a q*) = argmianPcHA,QEPch = \/(pz - QI)Q + (pz - qz)27 (8>

where p,q are p = (pg, Py, p>) and q = (¢z, ¢y, ¢-). All points described here exist in the CT coordinate system.
In the CT coordinate system, the z-axis direction is the left to the right direction, the y-axis direction is the
posterior to the anterior direction and the z-axis direction is the head to the tail direction of the human body.
P*,q* means a pair of voxels whose distance becomes minimum on the z-z plane where all voxels are projected.
The z-z plane is a coronal slice in the CT coordinate system. If the distance \/(p% — ¢%)2 + (pt — ¢%)? between
two voxels p* and q* on the z-z plane becomes smaller than a given threshold value t¢ 055, Wwe consider that the
CHA and LGV are in the skew position. In this case, if p; < g, we determine the CHA runs the posterior side
and the LGA runs the anterior side. Also p; > g, we determine the CHA runs the anterior side and the LGA
runs the posterior side. This topological relation is also output on the report. If the distance is lower than ¢, oss,
no information about the topological relationship of the CHA and LGA is output on the report.

2.2.5 Branching pattern report generation

Finally, we output all information generated in the previous sections as a report. The report contains a 3D
rendering showing important blood vessels and description of branching patter of each vessel. The report file is
coded by HTML file format and can be printed on a paper or can be displayed on computer display.
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Branching pattern report Branching pattern report

Date

Bifurcations

GA Bifurcate ot 100 0mm point from the orgn point of A Fihroata at 32 1mm point from the origin pont of A
CHA Burcate from the end of e the posterior side CHA Bifurcate from the end of

A Bifurcate from the end of PHA ot found
LA Burcate from the end of ¢ LHA Bifurcate from the end of

A Bfurcate from the end of A Bifrcate ot 40 1mm part from the origin port of S\
ana Bifurcate from the end of GOA Bifurcate from the end of (¥

LOA Bifurcate at 32 Tmm pont from the origin pont of LGA Bifurcate at 33 3mm point from the orign pont of
RGA Bfurcate at 25mm pont from the ongn pont of I+ ROA Bifurcate at 27 9mm pont from the origin pont of
LGEA Eifurcate at 131 3mm pont from the orign point of LOEA Bifurcate from the e of
ROEA Bifurcate from the end of ROEA Eifurcate from the end of

SA Bifurcate from the end of SA Bifurcate from the end of

SMA Biurcato ot 1206mm pont from the orign point of A SMA Bifurcate at 107.7mm poirt from the orign pont of
MA Bifurcate at 106 Brm point from the orign point of IMA Bifurcate ot 196 Omm port from the orgn pont of
LRA Béurcete at 128 1mm point from the origin pownt of LRA Eifurcate st 133 1mm point from the orign pont of
FRA Bifurcate at 134 Brm pont from the orign point of RRA Eifurcate at 130 Imm pont from the orign pont of
LCIA Bifurcate from the end of LGIA Bifurcate from the end of

ROIA Bifurcate from the end of RCIA Bifurcate from the end of

UiA Bifurcat from the end of LA Eifurcate from the end of

RIA Bifurcate from the end of F A Bifurcate from the end of

LEIA Bifurcate from the end of LEIA Bifurcate from the end of

REIA Edurcate from the end of REIA Bifurcate from the end of

PV PV

sMV Biurcata from the end of MV Bifurcate from the end of 7V

MV Bifurcate at 279mm pont from the ongn point of 5V MV Eifurcate at 32 7mm point from the orign pornt of 5V
sV Bifurcate from the end of PV sV Eifurcate from the end of PV

Lov Bfircate ot 110mm pont from the origin pont of 5V IV runs the antecior side Lav Bifurcate at 17 1mm point from the orign pont of 5V
LOEV Bifurcate st 1269mm port from the onpn pont of 5V LGEV Eifurcate at 117 4mm point from the ongn port of 5V
RGEV Eifurcate from the end of GC T ROEV Bifurcate from the end of

act Bifircate at 266mm pont from the orign point of 51, GoT Bifurcate at 35 Bmm point from the orign pont of SMV

(a) (b)

Figure 4. Examples of branching pattern reports generated by the proposed method.

3. EXPERIMENTS

We evaluated our proposed method using subjective evaluation by a skilled surgeon. In the experiment, we
utilized 50 cases of vasculatures annotated by an automated anatomical labeling method of abdominal blood

vessels. The parameters utilized in the experiment were t.;0ss = 2 mm, a; = 0.1, by = —0.3, ¢; = —0.3, az = 0.45,
bo = —0.5, co = 0.25, respectively. These parameters are selected based on our experiments.

Figure 4 shows examples of branching pattern reports generated by the proposed method. Table 3 shows
parts of the branching pattern summary of the case shown in Fig. 4 (a). The topological relationship of the
CHA and LGA is described in the notes column of the CHA and LGV rows. These reports were evaluated by a
surgeon and his comments were: (a) The branching pattern report generated by the proposed method is useful
to create surgical plans. (b) The report of topological relationship of the CHA and LGV is quite useful. Because
it is important to understand their topological relationship to perform laparoscopic gastrectomy. (c) In order
to understand vasculature intuitively, it is necessary to revise the representation of the branching point of some
blood vessels. (d) Several rendered images or videos are needed. (e) It would be nice if we can have an interactive
report system which enables surgeons to freely adjust observation information.

We also evaluated the recognition result of topological relationship of the CHA and LGV by visual inspections.
In a case of crossing CHA and LGV, the proposed method reports correct positional relationship of these blood
vessels. In no-crossing cases, the record about the relationship of CHA and LGV must be omitted. The
recognition rate of topological relationship of CHA and LGV was 88.0%.

4. DISCUSSION

The surgeon’s comments revealed that the branching pattern report generated by our method is useful in the
surgical planning. The reports summarized by the proposed method included not only the visualization of
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Table 3. Parts of the branching pattern summary of the case shown in Fig. 4 (a).

| Blood vessel | Bifurcations ] Notes |
Ao
CA Bifurcate at 103.0mm point from the origin point of Ao
CHA Bifurcate from the end of CA CHA runs the posterior side
PHA Bifurcate from the end of CHA
LHA Bifurcate from the end of PHA
RHA Bifurcate from the end of PHA
GDA Bifurcate from the end of CHA
SV Bifurcate from the end of PV
LGV Bifurcate at 11.0mm point from the origin point of SV | LGV runs the anterior side
LGEV Bifurcate at 126.9mm point from the origin point of SV

patient’ individual abdominal blood vessels but also the recording of the analyzed vasculature. Especially, the
topological relationship of the CHA and LGV is one of important functions. The experimental result shows that
the proposed method can give surgeons correct information of the topological relationship, if anatomical labeling
of blood vessels worked properly. Therefore, this function recognizing topological relationship of the CHA and
LGV is practical in the clinical field. The recognition rate of topological relationship was 88.0%. The failure
reports were mainly caused by miss-labeling in the anatomical labeling method. About five reports contained
incorrect information about CHA and LGV relationship in failure reports. Correct reports were generated when
the proposed method utilize correct labeling results. In another case, the correct report can be obtained by
adjusting teross-

Although information of the branching point of a blood vessel is also important, it is necessary to improve the
presentation method of the branching point. The optimum representations are blood vessel specific. Therefore,
we need to consider that the development of blood vessel specific representation.

In this paper, the proposed method visualized only one image to generate a branching pattern report. How-
ever, this approach creates a problem such as an occlusion of the blood vessels. For example, parts of CA are
occluded by other blood vessels in Fig. 4 (b). In order to solve this problem, we need to create several visu-
alized image or videos. An interactive report system which enables surgeons to freely adjust a viewpoint and
observation information is other way to solve the problem.

5. CONCLUSIONS

This paper shows an automated method to generate a branching pattern report for the abdominal blood vessels
based on automated anatomical labeling. The report contains 3D rendering showing important blood vessels and
descriptions of branching patterns of each vessel. We have applied this method for fifty cases of 3D abdominal CT
scans and confirmed the proposed method can automatically generate branching pattern reports of the abdominal
blood vessels. Future work includes introduction of an expression that is intuitive to surgeons, adjustment to
the viewpoint that is easy to understand vasculature in the visualization, application to a lot of cases, and
improvement of the accuracy of analyzing branching pattern of the abdominal blood vessels.
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