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. INTRODUCTION

A four-dimensional, image-guided radiotherapy system, Vero4DRT (MHI-TM2000), was newly
developed by Mitsubishi Heavy Industries, Ltd., Japan (MHI) in collaboration with Kyoto
University and the Institute of Biomedical Research and Innovation (IBRI). The system has a
gimbaled X-ray head composed of a compact 6 MV linac with a C-band klystron-based accelera-
tor, a fixed collimator, and a unique multileaf collimator (MLC).(-4 The source-to-axis distance
(SAD) is 1000 mm. In addition, electronic portal imaging devices and two sets of kilovoltage
(kV) X-ray tubes and flat-panel detectors acquiring cone-beam computed tomography and
fluoroscopy are mounted on a rigid O-ring~shaped gantry. The gimbaled X-ray head enables
its swing function to perform dynamic tumor-tracking irradiation for a moving target using
real-time imaging and real-time active beam adaptation.(

We have been developing an integrated Monte Carlo (MC) dose calculation system as a
routine tool for verification of four-dimensional dose calculation.-7) In the past decade, applica-
tions of MC simulation in radiation therapy treatment planning and dosimetry have made great
progress.©-13) It is now generally well accepted that MC is the most accurate dose calculation
method because it can precisely model realistic radiation transport through a linac head, MLC,
and patient anatomy.(#19 MC simulations of radiotherapy beams require a detailed description
of the geometry and materials of linac components contributing to production of the clinical
radiation beams. Therefore, application of specification data, such as geometries of the linac
head and the MLC from manufacturers, is of great importance.

Commissioning of MC simulation is generally performed using the following steps. First, the
linac head, exclusive of MLC, is modeled against measurement data as a patient-independent
component. Next, the patient-dependent MLC model is compared with several measurement
data using well-commissioned phase space data (PSD) from the linac head.(16-23)

The MC-based linac head model is verified by comparison between simulated and measured
beam profiles and percent depth dose (PDD) profiles for rectangular fields with a variety of field
sizes. Several researchers have reported that these rectangular fields were formed using specifi-
cally shaped collimators (e.g., CyberKnife(19)) or variable jaws (e.g., Varian,(17-1) Elekta,(20-22)
and TomoTherapy@?). However, the secondary collimator in the Vero4DRT is of a fixed type
and, therefore, rectangular fields are formed using only MLC.(:%)

The purposes of this study were to develop specific MC models of a C-band linac head
with a fixed collimator and of a unique MLC in the Vero4DRT, and to verify specific MC
models’ accuracy.

. MATERIALS AND METHODS

A. Vero4DRT treatment unit

The linac head is composed of a compact C-band 6 MV accelerator tube, a target, a flattening
filter, a primary collimator, a fixed secondary collimator, and an MLC. The MLC is positioned
just below the fixed secondary collimator (Fig. 1).

The MLC is made of tungsten alloy with a purity of 95%. It is of single-focus type with 30
pairs of 5 mm wide leaves at the isocenter and covers a maximum field size of 150 x 150 mm?2.?
The direction of the MLC leaf travel is along lateral direction at home position. Interleaf leak-
age is minimized by an interlocking tongue-and-groove (T&G) arrangement. The groove part
is 55 mm in height (Fig. 2(a)). The overall leaf height and the length are 110 mm and 260 mm,
respectively (Fig. 2(b)). Each leaf end is rounded with a radius of curvature of 370 mm. The
distance from the photon source to the lower edge of the MLC leaves is 500 mm. The distance
of over-travel of each leaf across the isocenter is 77.5 mm.(14)
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Fic. 1. Geometric schema of the X-ray head and MLC components for Vero4DRT system. The linac head was comprised
of an electron gun, C-band linear accelerator, a target, a primary collimator, a flattening filter, a monitor chamber, and a
fixed secondary collimator. Modified from Mitsuhiro Nakamura et al.®)
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FiG. 2. Schematic drawings of the MLC: (a) front and (b) side views. Modified from Mitsuhiro Nakamura et al.4)

B. Monte Carlo simulation parameters

The EGSnrc/BEAMnrc and EGSnrc/DOSXYZnrc codes®+>) were used to simulate a 6 MV
photon beam delivered by the Vero4DRT system. The detailed geometries of the linac head and
the MLC were provided by MHI. Each simulation described in the Material & Methods sections
C to E below was performed using parallel processing on a cluster of 2.6 GHz Intel Xeon E5
processors at the supercomputer of Academic Center for Computing and Media Studies, Kyoto
University.?®) The statistical uncertainty for each calculated voxel was within 1.0% beyond
the depth of the maximum dose in the radiation field. The number of recycling of PSD was
determined by automatic recycle function for all cases. The photon cutoff energy (PCUT) was
set to 0.01 MeV; the electron cutoff energy (ECUT) was set to 0.521 MeV for all simulations.

C. Verification of the linac head model

The characteristics of the incident electron beam are not sufficiently specified by the manufac-
turers. Many researchers have achieved good agreement with measurements using Gaussian-
shaped electron beam models.?7-2%)

In this study, the mean energy of the incident electron beam on the target and the full width
at half maximum (FWHM) of the radial intensity distribution were chosen to match the mea-
surement results based upon previously published works.?-2% The mean energy of the incident
electron beam varied from 5.5 to 7.0 MeV in steps of 0.1 MeV. Both the distributions of the
energy and the intensity of the incident electron beam were expressed as Gaussian. The FWHM
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for the energy distribution was consistently set at 3% of the mean energy, while the FWHM for
radial intensity distributions was set between 0.6 mm and 1.4 mm in step of 0.1 mm. For MC
simulation, 8.0 x 10° electron histories were simulated. The PSD was scored at a plane just
proximal the fixed secondary collimator. The approximate 3.5 X 107 particle data for an open
field of 150 x 150 mm? were saved in a PSD file (2.9 GB).

Next, the PDDs and the beam profiles at depths of 15, 100, and 200 mm were computed
under a source-to-surface distance (SSD) of 900 mm and 1000 mm with a voxel size 0of 0.5 X
0.5 x 0.5 cm?. The dose at each point along the PDD profiles and the beam profiles were nor-
malized to that at a depth of 15 mm for an open field of 150 x 150 mm?. The simulation result
was then compared with the corresponding measurement using a water phantom and a 0.125 cc
ionization chamber (model 31010; PTW, Freiburg, Germany).

Generally, the MC-based linac head is verified using PDDs and beam profiles for several
rectangular fields formed by specifically shaped collimators or variable jaws.(16-23) On the
other hand, the secondary collimator in the Vero4DRT is of a fixed type and the field is formed
using the MLC only. However, the beam profiles for fields obtained by the MLC without its
verification are not appropriate, leading to a lack of dose data for verification of the MC linac
head model. To compensate for a lack of several rectangular fields dose data, PDD profiles at
several SSDs and beam profiles at several depths were acquired in this study.

D. Verification of the static MLC model

The results of EGSnre/BEAMnrce simulations of several types of MLCs, such as ModuLeaf
MLC,?) BrainLAB microMLC,39 Millennium 120,718 and HD120MLC,(® have been
reported. BEAMnrc provides a series of component modules (CM) for modeling various types
of MLC with ease. The MLC for the Vero4DRT was then fully modeled using one of the CM
“VARMLC”.G)

The relevant simulation parameters such as the abutting leaf gap, the MLC density, and Zmin
were chosen to minimize differences between simulated and measured data.

For the MLC model, three static tests were simulated, employing well-commissioned PSD
from the linac head model: 1) intra and interleaf leakage; 2) tongue-and-groove (T&G) effect;
and 3) rounded leaf end profiles.

On the other hand, film measurements were performed using EDR2 films (Eastman Kodak
Company, Rochester, NY) and water-equivalent phantoms under the same conditions as the
corresponding simulation for intra- and interleaf leakage and T&G tests, respectively. A film
calibration dataset was acquired by placing a film at a 100 mm depth for SAD of 1000 mm. The
film was irradiated perpendicular to the beam axis with a field size of 50 X 50 mm? at the home
position. The dose delivered at 100 mm depth was calculated by combining the delivered MU,
tissue maximum ratio (TMR), and output factor (OF). Both TMR and OF were measured using
a 0.6 cc ionization chamber (TN30013; PTW) annually calibrated by the National Institute of
Radiological Science. Subsequently, we delivered a small square pattern with 10 incremental
dose levels to separate films, respectively. The corresponding absolute dose was measured using
the calibrated ion chamber. Then, all the films for those square patterns were scanned using a
flatbed scanner (ES-10000G; Epson Corp., Nagano, Japan) with a resolution of 150 dpi in 16-bit
grayscale. Next, the scanner number value was associated with the corresponding measured
dose in order to acquire the film calibration curve.® Using the film calibration curve, all the
films irradiated in this study were scanned using the same scanner, and the scanner number
values were converted to the absolute dose and were analyzed using a DD-System (R-TECH
Inc., Tokyo, Japan).

For the rounded-leaf effect, the measurement was performed using water phantom, IBA
CCO1 ionization chamber (Iba Dosimetry, Schwarzenbruck, Germany), and the 0.125 cc ion-
ization chamber.
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D.1 Intra- and interleaf leakage

The intra- and interleaf leakage test was performed to evaluate the transmission properties of
the MLC and the ML.C shape of the longitudinal direction. Figure 3(a) illustrates a MLC pat-
tern for the intra- and interleaf leakage test.

The MLCs were parked behind the fixed secondary collimator. The measurement for the
intra- and interleaf leakage test was performed by irradiating a film with 15,000 MU at a depth of
100 mm for a SAD of 1000 mm at the home position. After leaf leakage measurement, another
fresh film was placed at the same position and then irradiated with 150 MU for an open field
of 150 x 150 mm?. The intra- and interleaf leakage dose along the direction perpendicular to
MLC travel was determined as the ratio of 9% at each point with the MLC fully closed to 1\_/.}%3
at the isocenter with the MLC fully opened.

MC leaf leakage was simulated under the same conditions as the measurement with a voxel
size 0of 0.2 X 0.2 x 0.2 cm?.

(©)

(d) ®

Fig. 3. MLC patterns of the static tests for the MLC model. Dose profiles were created along red lines: intra- and interleaf
leakage pattern (a)—(g). T&G profiles were simulated by adding (b) with (c). Rounded-leaf profiles were calculated for
(d) 10 % 10 mm?, (e) 30 x 30 mm?, (f) 50 x 50 mm?, and (g) 100 X 100 mm?.

D.2 Tongue-and-groove effect
Fields with irregularly formed patterns were simulated to verify the T&G effect for our MLC
model and to evaluate the ML.C shape along the longitudinal direction. A field of 150 x 150 mm?
was formed by the MLC, and groups of five leaf pairs were placed alternately in and out of the
field in the T&G effect test (Figs. 3(b), (c)). Next, 150 MU were delivered to the field with a
film placed at a depth of 100 mm for an SAD of 1000 mm at the home position. Subsequently,
150 MU were delivered to the field formed by switching alternating leaf positions. Measured
doses were then normalized to the dose at the isocenter for the fully open field.

MC T&G profiles with a voxel size of 0.2 x 0.2 x 0.2 cm® were computed under the same
conditions as described above.

D.3 Rounded leaf end profiles

Fields with nominal sizes of 10 x 10, 30 x 30, 50 x 50, and 100 x 100 mm? were formed by
the MLC, respectively (Figs. 3(d)—(g)). Fields smaller than 30 X 30 mm? were measured using
IBA CCO1 ionization chamber at a depth of 100 mm for an SAD of 1000 mm. Fields larger than
50 x 50 mm?® were measured using the water phantom and the 0.125 cc ionization chamber at
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a depth of 100 mm for an SAD of 1000 mm. The measured doses were normalized to the dose
at the isocenter for each field. This test was performed to evaluate the MLC shape along the
lateral direction. And, the accuracy of the position and size of fields formed by the modeled
rounded leaves was verified.

After verification of the static MLC model, the linac head model combined with the MLC
model was verified by computing PDDs for 30 x 30, 50 x 50, and 100 x 100 mm? with a voxel
resolution of 0.5 x 0.5 % 0.5 cm3. Each PDD was normalized to the corresponding dose at a depth
of 15 mm for each field. Each was then compared with the corresponding measured dose profile.

E. Verification of the step-and-shoot MLC model ;

For the MLC model in step-and-shoot irradiations, both a pyramid intensity distribution case
and a prostate IMRT case were simulated using a water-equivalent phantom with a voxel size
0f 0.2 x 0.2 x 0.2 cm>. Seven segments for a field of 150 x 150 mm? were applied for the pyra-
mid intensity distribution case, while a leaf sequence file with 32 segments was created using
iPlan RT (BrainLAB, Feldkirchen, Germany) for the prostate IMRT case. The step-and-shoot
motion of the MLC leaves was simulated by sampling the leaf positions for each incident his-
tory using a cumulative probability distribution function of each leaf position, which can be
created from a correlation between the fractional number of MU and the corresponding leaf
positions specified in the .mlc leaf sequence file. A similar method was used by Liu et al.(?
for the DMLCQ component module.

Meanwhile, film measurements were performed at a depth of 100 mm in the water-equivalent
phantom. The doses were normalized to the dose at a depth of 100 mm along the central axis.
The difference between the simulated and measured dose was calculated along the in-plane
and cross-plane directions, respectively.

lll. RESULTS

A. Linac head model verification

In the linac head model verification, MC statistical uncertainty was controlled below 1% for
all irradiated fields. Figure 4 shows comparisons of measured and simulated PDDs for an open
field of 150 x 150 mm? in the water phantom at different SSDs. The simulated PDD beyond
the buildup point showed an agreement of with 1.0%.

Figure 5 depicts the simulated and measured beam profiles for fully open fields in the water
phantom at depths of 15, 100, and 200 mm with different SSDs. The simulated beam profiles,
exclusive of the penumbra region, agreed within 1.3% at each depth and SSD. The differences
in the field size calculated from each measured and simulated profile were within 1.0 mm at
each depth.

In the commissioning of photon beam PSD created from the Vero4DRT, the best agreement
between the MC simulation and the measurement was obtained for the mean energy of an
incident electron beam of 6.7 MeV and a Gaussian intensity profile with an FWHM of 1.0 mm.

The above results have demonstrated that our MC model of the linac head with fixed col-
limators on the Vero4DRT system could be achieved with high accuracy.
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Fic. 4. PDD profiles of the simulated doses with a voxel resolution of 0.5 x 0.5 X 0.5 cm? and measured doses: (a): SSD =
900 mm, and (b): SSD = 1000 mm.
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Fic. 5. Beam profiles as a function of distance from the central axis of simulated doses with a voxel resolution of 0.5 x
0.5 x 0.5 cm?, and measured doses at depths of 15, 100, and 200 mm, respectively: (a) SSD =900 mm; (b) SSD = 1000 mm.
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B. MLC model verification
In the MLC model verification, MC statistical uncertainty was controlled below 1% for all
irradiated fields.

B.1 Static MLC model

B.1.1 Intra- and interleaf leakage

Figure 6 shows a comparison of the simulated and measured leaf leakage along the lateral
axis. Each inter- and intraleaf leakage profile was normalized to the corresponding dose at the
isocenter for the fully open field, respectively. The leaf gap and physical density of the MLC
were chosen to minimize the difference between the simulated and measured doses. As such,
the upper edge of the MLC, Zmin, was set to be 38.9 cm below the target in the linac head; the
interleaf gap was set to 0.015 cm. The MLC physical density of 18.0 g/cm? provided the best
agreement between the simulated and the measured leaf leakage. From the MLC simulation
result, the interleaf leakage was 0.22%, whereas the intraleaf leakage was < 0.08% and the
average leaf leakage for the entire field was 0.13%. In the measurement, the interleaf, intraleaf,
and average leaf leakage values were 0.21%, < 0.12%, and 0.11%, respectively. These results
demonstrate that our MC model has the capability to simulate leaf leakage with high accuracy.
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Fic. 6. Intra- and interleaf leakage profiles as a function of distance from the central axis of simulated doses with a voxel
resolution of 0.2 X 0.2 x 0.2 cm?, and measured doses.
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B.1.2 Tongue-and-groove effect

Figure 7 shows a comparison of simulated and measured T&G profiles along the longitudinal
axis. The simulated and measured profiles agreed with < 2.5% for most points. The T&G
underdosage effect was 10.1% in the simulation and 10.7% in the measurement.
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Fic. 7. T&G profiles as a function of distance from the central axis of simulated doses with a voxel resolution of 0.2 X
0.2 X 0.2 cm?, and measured doses.

B.1.3 Rounded leaf end profiles

Figure 8§ shows the comparisons between the simulated and measured longitudinal dose profiles
at a depth of 100 mm in water with an SSD of 900 mm for fields of 10 x 10, 30 x 30, 50 x 50,
and 100 x 100 mm?, respectively. The difference between the simulated and the measured doses
agreed within 1.5%, except for the penumbra region. Agreement in the 80%—20% penumbra
widths was better than 1.0 mm for all the fields that were compared. In the penumbra region
of all the fields, distance-to-agreement is less than 0.5 mm.

Figure 9 shows simulated and measured PDDs for fields of 30 x 30, 50 x 50, and 100 X
100 mm?, respectively. The difference between the simulated and measured PDDs was within
1.6% beyond the buildup region for each field.

The above results demonstrate that our MLC model using the VARMLC component module is
feasible for simulation of a dose effect based on a specific ML.C shape in the Vero4DRT system.
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Fic. 8. Rounded-leaf profiles as a function of distance from the central axis for simulated and measured doses. Fields were
formed by the ML.C for nominal field sizes of 10 x 10, 30 x 30, 50 x 50, and 100 X 100 mm?.
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F16. 9. PDD profiles of simulated doses with several field sizes, and measured doses.

B.2 Step-and-shoot model

Figure 10 shows a comparison of simulated and measured dose profiles for a pyramid intensity
distribution case delivered with a step-and-shoot technique. Figures 10(a) and (b) represent
dose profiles along the in-plane and cross-plane directions, respectively. The difference between
the simulated and the measured doses was within 2.5% between 20% and 100% dose area on
both profiles.

Figure 11 shows an example of the simulated and the measured dose profiles along the
in-plane and the cross-plane directions for a step-and-shoot IMRT case. The simulated and
measured profiles agreed within 3.3%.

Our MC system could simulate dose gradients in the step-and-shoot case with high accuracy;
however, the difference between the simulated and measured doses for the step-and-shoot test
was slightly larger than for the leaf-leakage and T&G film tests for the static field. This may
have been due to the uncertainty of EDR2 film measurements for the low-dose range.(10-33:34)
The MU of the step-and-shoot case was less than half that of the leaf leakage and T&G film
tests. Several researchers reported on similar results in their commissioning process.(1%-32)
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Fig. 10. Measured and simulated profiles of a pyramid-intensity distribution case. Dose was computed with a voxel
resolution of 0.2 X 0.2 X 0.2 em?: (a) in-plane direction; (b) cross-plane direction.
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Fic. 11. Measured and simulated profiles of a step-and-shoot IMRT case. Dose was computed with a voxel resolution of
0.2 x 0.2 x 0.2 cm?. Blue line = in-plane direction; red line = cross-plane direction.
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IV. DISCUSSION

The linac head model, with a compact C-band accelerator and a newly designed MLC for the
Vero4DRT system, was simulated using EGSnre/BEAMnre and EGSnre/DOSXYZnrc codes
with high accuracy.

In the linac head model, exclusive of MLC, good agreement between the MC simulations
and measurements using an ionization chamber and water phantom dosimetry was obtained.
The difference in PDDs was < 1.0% beyond the buildup region. The simulated beam profiles
agreed to within 1.3% for all depths and SSDs.

The MC MLC model has been shown to reproduce dose measurements within 2.5% for
static tests exclusive of the penumbra. The simulated step-and-shoot IMRT dose distributions
agreed with the dose distributions from film measurements within 3.3% with exception for the
penumbra region.

V. CONCLUSIONS

We have developed specific MC models of a C-band linac head with a fixed collimator and
of a unique MLC in the Vero4DRT. The results have demonstrated that our MC models have
high accuracy.
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We are developing an innovative dynamic tumor tracking irradiation technique using
gold markers implanted around a tumor as a surrogate signal, a real-time marker
detection system, and a gimbaled X-ray head in the Vero4DRT. The gold markers
implanted in a normal organ will produce uncertainty in the dose calculation dur-
ing treatment planning because the photon mass attenuation coefficient of a gold
marker is much larger than that of normal tissue. The purpose of this study was to
simulate the dose variation near the gold markers in a lung irradiated by a photon
beam using the Monte Carlo method. First, the single-beam and the opposing-beam
geometries were simulated using both water and lung phantoms. Subsequently, the
relative dose profiles were calculated using a stereotactic body radiotherapy (SBRT)
treatment plan for a lung cancer patient having gold markers along the anterior—
posterior (AP) and right-left (RL) directions. For the single beam, the dose at the
gold marker-phantom interface laterally along the perpendicular to the beam axis
increased by a factor of 1.35 in the water phantom and 1.58 in the lung phantom,
respectively. Furthermore, the entrance dose at the interface along the beam axis
increased by a factor of 1.63 in the water phantom and 1.91 in the lung phantom,
while the exit dose increased by a factor of 1.00 in the water phantom and 1.12 in
the lung phantom, respectively. On the other hand, both dose escalations and dose
de-escalations were canceled by each beam for opposing portal beams with the
same beam weight. For SBRT patient data, the dose at the gold marker edge located
in the tumor increased by a factor of 1.30 in both AP and RL directions. In clinical
cases, dose escalations were observed at the small area where the distance between
a gold marker and the lung tumor was < 5 mm, and it would be clinically negligible
in multibeam treatments, although further investigation may be required.

PACS number: 87.10.Rt

Key words: Monte Carlo simulation, gold marker, lung treatment planning, image-
guided radiotherapy (IGRT), dynamic tumor tracking, Vero4DRT

l. INTRODUCTION

In radiation therapy (RT), tumor motion during respiration results in significant geometric and
dosimetric uncertainties in the dose delivery to the thorax and abdomen. Conventionally, large
internal margins (IMs) are needed to fully cover the geometric changes that occur during free
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Kyoto College of Medical Science, 1-3 Imakita, Oyama-higashi, Sonobe, Nantan, Kyoto, 622-0041, Japan;
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breathing; these large IMs may result in toxicity to healthy tissue. As techniques to manage
respiratory-induced tumor movement, breath-hold,(? respiratory gated RT,*-% and four-
dimensional techniques® are effective in reducing the IM, resulting in a lower dose to the
normal tissue and, thus, a lower risk of complications.

A four-dimensional, image-guided radiotherapy system, Vero4DRT, was recently developed
by Mitsubishi Heavy Industries, Ltd. (Tokyo, Japan) and BrainLAB (Feldkirchen, Germany), in
collaboration with Kyoto University and the Institute of Biomedical Research and Innovation.(”)
The system has a gimbaled X-ray head composed of a compact 6 MV linac with a C-band,
klystron-based accelerator.®) We are developing an innovative dynamic tumor tracking irradia-
tion technique using gold markers implanted around the tumor as a surrogate signal (Fig. 1), a
real-time marker detection system, and the gimbaled X-ray head.

Several investigators have evaluated the dosimetric impact of gold seeds and various fidu-
cial markers in the water phantom for photon or proton beams in image-guided radiotherapy
(IGRT).®"') Our group has aimed to archive dynamic tumor tracking irradiation using several
gold markers for lung cancers.('>13) Therefore, it is important to understand the dose variation
near the gold markers in the lung, and few studies have been reported.

The purpose of this study was to simulate the dose variation near a gold marker in a lung
irradiated by a photon beam using the Monte Carlo method. First, the single-beam and opposing-
beam geometries of the Vero4DRT system were simulated using both water and lung phantoms,
respectively. Then, the dose variations near the gold marker were computed. Subsequently,
relative dose profiles along the anterior—posterior (AP) and right-left (RL) directions of the
computed tomography (CT) were calculated using a stereotactic body radiotherapy (SBRT)
treatment plan for a lung cancer patient having gold markers.

Fic. 1. Photographs of (a) a gold marker with a diameter of 1.5 mm (courtesy of Olympus Medical Systems Corporation,
Japan) and (b) an X-ray fluoroscopy image of four gold markers implanted in a lung. The photon mass attenuation coefficient
of gold markers is much larger than that of normal tissue.

il. MATERIALS AND METHODS

A. Monte Carlo simulation

A 6 MV photon beam delivered from the Vero4DRT system was simulated using the BEAMnrc
and DOSXYZnrc codes.(%!5) The linear accelerator head in the Vero4DRT system was simu-
lated using the BEAMnrc code. The modeled linear accelerator head is composed of a compact
C-band 6 MV accelerator tube, a target, a primary collimator, a flattening filter, a monitor
chamber, fixed secondary collimators, and a multileaf collimator. The description of the linear
accelerator, such as the geometries and the materials of each component, were provided by
the manufacturer.(1%)
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The field size was set to 5.0 x 5.0 cm?. The simulation time was 40 hours on a PC having an
Intel Xeon Quad Core 2.4 GHz with 16 GB memory. For the transport parameter of EGSnre,
the electron cutoff energy, ECUT, was set to 0.521 MeV, while the photon cutoff energy, PCUT,
was set to 0.01 MeV. The generated phase-space file had 5 x 10% particles and the particles
were recycled up to 25 times.(!”) All of simulation was performed without variance reduction
techniques. The generated phase-space file was used to calculate the percent depth dose and
the off-center ratio with a voxel size of 5.0 x 5.0 X 5.0 mm? using a water phantom. 5.0 x 103
photon histories delivered to the water phantom were employed to reduce the dose statistical
uncertainty < 1.5% in the irradiation field.

On the other hand, the corresponding dose measurement was performed using our Vero4DRT
system. Then, the differences between the simulated and measured doses were calculated along
the beam axis and its vertical (lateral) axis, respectively.

B. Simple geometric model of one gold marker and photon beam

Figure 2 shows a simple geometric model having a gold spherical marker of 1.5 mm in diameter
(FMR-201CR; Olympus Co., Ltd., Tokyo, Japan) inside a water phantom (20 X 20 X 20 cm?)
with a single photon beam. The gold marker was positioned at the isocenter, which was located
at a depth of 10 cm from the water surface.

Irradiation by a single photon beam was simulated with a source-to-axis distance (SAD) of
100 cm and a field size of 5.0 X 5.0 cm?. The voxels outside the gold markers had a resolution
0f 0.20 % 0.20 x 0.20 mm?, and those inside the gold marker had a resolution of 0.15 x 0.15 x
0.15 mm3. The relative dose profiles along the beam axis and its perpendicular axis passing
through the center of the gold marker were calculated (broken lines in Fig. 2).

The opposing portal beam along the beam axis was aligned with the gold marker in the field
of 5 x 5 cm?. The ratio of the beam weights was set to 1:3. The relative dose profile at a depth
of 10 cm and the relative dose profile along the beam axis were calculated. Each dose was
normalized to the simulated dose at the isocenter with no gold markers in the water phantom.

Subsequently, a similar simulation using a lung phantom was performed in the same manner.

For the simulation of simple geometry, the total number of photon histories was ranged from
5 x 108 to 6 x 108 to reduce the dose statistical uncertainty < 1.5% in the region of interest. The
total simulation run times were 66—112 hours.

N

20 cm

Ay 1
20 em \

Fic. 2. A geometric scheme shows a gold marker of 1.5 mm in diameter with single photon beam geometry for water
phantoms. The gold marker was positioned at the isocenter which was located at depth of 10 cm from the surface in a
water phantom and a lung phantom, respectively. The broken crosshair lines represent the relative dose profiles computed
by the Monte Carlo simulation.
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C. Patient’s CT based geometry model with SBRT

An SBRT patient having gold markers closely implanted to the lung tumor was enrolled. For
the treatment planning, the whole lung was scanned under an end-exhalation, breath-hold
condition with 2.5 mm thickness using a 16 slice CT scanner (LightSpeed RT; GE Healthcare,
Waukesha, WI).

The treatment plan was created using iPlan RT dose 4.5.1 treatment planning system
(BrainLAB). Seven small fields were created at gantry angles of 15°, 175°, 220°, 270°, 295°,
315°, and 335°. Four fields of them were set to noncoplanar beam arrangement, and the others
were set to coplanar beam arrangement. The prescribed dose was 4800 ¢Gy in four fractions.
This plan was designed for the Vero4DRT system. The spatial resolution of the multileaf col-
limator was 5.0 mm at the isocenter.

The CTCREATE program taken from the DOSXYZnrc was used to convert the lung patient
CT data at end-exhalation to materials and mass densities with a 2.0 x 2.0 x 2.5 mm? of simple
geometric model. (1819 The streaking artifacts in the CT data were partially mitigated by assign-
ing International Commission on Radiation Units and Measurements (ICRU) lung and tissue
to the voxels.?9

The above clinical plan was simulated in the DOSXYZnrc code using a phase space file
commissioned for the Vero4DRT. The number of photon histories was 9.0 X 108, while the
sizes of phase space files were 2.6-3.3 GB for each field. The total simulation run times were
315 hours. A Monte Carlo simulation was iteratively performed until the total statistical error
was less than 1.5% in the region of interest.

lll. RESULTS & DISCUSSION

In this study, Monte Carlo simulation was performed to estimate the radiation dose around a
gold marker irradiated by a photon beam. The one significant advantage of the simulation is
that it allows dose calculation inside the gold marker, as well as at the edge between the gold
marker and the phantom, although the measurement by a chamber is impossible.

The geometric arrangement of the beam and the gold markers in the Monte Carlo simulation
helps to avoid human errors in positioning the gold marker and the chamber in the measure-
ment setup.

In patient’s CT-based geometry model with SBRT, Monte Carlo simulation was performed
using end-exhalation CT. Fujisaki et al.?!) has reported that the average lung density at shallow
exhalation and free breathing were equivalent to 0.23, and 0.22 g/cc, respectively; therefore,
the difference between dose calculated using the end-exhalation phased CT and free-breathing
CT was very small.

Figure 3 shows that the simulated and measured percent depth dose and off-center ratio at a
depth of 10 cm for a field size of 5.0 X 5.0 cm? with no gold marker. The simulated dose along
the beam axis beyond the buildup point agreed with the measured dose within an error of 1.0%,
and the simulated lateral dose agreed within 1.3%, except around the penumbra.

Figures 4(a) to (d) show the relative dose profiles with and without a gold marker for the
single and opposing portal beams in the water and lung phantoms. For the single beam, the
dose at the gold marker-phantom interface laterally along the perpendicular to the beam axis
increased by a factor of 1.35 in the water phantom and 1.58 in the lung phantom, respectively
(Fig. 4(a)). The entrance dose at the gold marker-phantom interface along the beam axis increased
by a factor of 1.63 in the water phantom and 1.91 in the lung phantom, while the exit dose at
the gold marker-phantom increased by a factor of 1.00 in the water phantom and 1.12 in the
lung phantom, respectively (Fig. 4(b)). The above dose escalation was observed within about
5 mm off the edge from the phantom to the marker. On the other hand, the dose de-escalation
occurred within about 5 mm off the edge from the marker to the phantom. These were mainly
due to the photoelectric effect near the interface of the gold marker.
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FiG. 3. The simulated and the measured profiles of (a) percent depth dose and (b) off-center ratio at a depth of 10 cm
with a field size of 5.0 X 5.0 cm? with no gold marker. The simulated dose along the beam axis beyond the buildup point
agreed with measured dose to within 1.0% in (a) and the simulated lateral dose agreed within 1.3% except around the
penumbra in (b).

For the opposing portal beams with the same beam weight, the dose at the gold marker-
phantom interface along the beam axis increased by a factor of 1.31 in the water phantom and
1.51 in the lung phantom, respectively (Fig. 4(c)). When the gold marker was irradiated by
two opposing beams, the dose escalation and dose de-escalation were canceled by the oppos-
ing beams. As a result, the dose escalations became smaller than those for the single beam.
Figure 4(d) shows the dose profiles for the opposing portal beams with a beam weight ratio of
1:3. The entrance dose at the gold marker-phantom interface along the beam (weight = 1) axis
increased by a factor of 1.16 in the water phantom and 1.31 in the lung phantom, while the
entrance dose at the gold marker-phantom interface along the beam (weight = 3) axis increased
by a factor of 1.41 in the water phantom and 1.71 in the lung phantom, respectively (Fig. 4(d)).
The dose escalation occurred within about 3 mm from the gold marker to the phantom.

Chow and Grigorov(® have represented the dose escalation and dose de-escalation infor-
mation around a gold seed in the water phantom by performing a Monte Carlo simulation for
Varian 21EX linear accelerator. The relative dose ranged from 0.88 to 1.64 at the edge between
the gold seed and the water. Our study has demonstrated the similar results. Furthermore, dose
escalation and dose de-escalation information in the lung phantom was observed. The dose
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Fig. 4. The relative dose profiles with and without the gold marker for the single-beam and the opposing portal beam in a
water and lung phantom. (a) The dose at the gold marker-phantom interface laterally along the perpendicular to the beam
axis increased by a factor of 1.35 in the water phantom and 1.58 in the lung phantom, respectively. (b) The entrance dose
at the gold marker-phantom interface along the beam axis increased by a factor of 1.63 in the water phantom and 1.91
in the lung phantom, while the exit dose at the gold marker-phantom increased by a factor of 1.00 in the water phantom
and 1.12 in the lung phantom, respectively. (c) For the opposing portal beams with the same beam weight, the dose at the
gold marker-phantom interface along the beam axis increased by a factor of 1.31 in the water phantom and 1.51 in the
lung phantom, respectively. (d) For the opposing portal beams with a beam weight ratio of 1:3, the entrance dose at the
gold marker-phantom interface along the beam (weight = 1) axis increased by a factor of 1.16 in the water phantom and
1.31 in the Jung phantom, while the entrance dose at the gold marker-phantom interface along the beam (weight = 3) axis
increased by a factor of 1.41 in the water phantom and 1.71 in the lung phantom, respectively.

variations in the lung phantom were larger than those in the water phantom (Figs. 4(a) to (d)).
These variations will be derived by the backscatter of secondary electrons from the gold marker
and the lower mass density of lung.

Figure 5 shows three axial images in the superior—inferior direction. Three gold markers
along the superior—inferior direction were labeled as G1, G2, and G3. For each gold marker,
the relative doses along AP and RL directions were calculated. Each dose was normalized to the
prescribed dose at the isocenter. The implanted gold markers (G1, G2, and G3) can be observed
in each image, and the AP and RL lines via each gold marker are shown as broken lines. The
distance between G1 (as well as G3) and the lung tumor was about 15 mm. G1 and G3 were
located outside the planning target volume (PTV); G2 in the tumor. As discussed previously,
dose escalations were observed when the distance between the gold marker and the tumor was
within 5 mm. Therefore, dose escalations outside the gold marker were rarely observed for G1
and G3 (Figs. 5(a) and (c)), whereas they were observed near G2 (Fig. 5(b)). For G2, the dose
at the gold marker edge increased by a factor of 1.30 in the RL and AP directions. However, the
dose escalation near the gold marker surface was less than 5 mm and the volume was less than
65.4 mm? in the lung. According to the ICRU report 50,2 a hot spot is defined to be a volume
outside the PTV that receives a dose larger than 100% of the specified PTV dose. The hot spot
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FiG. 5. Three axial images in the superior—inferior direction. One of three implanted gold markers (G1, G2, and G3) can
be seen in each image, and the corresponding AP and RL lines are shown as broken lines. Hot spots were observed at
G2, while they were not observed at G1 and G3. The dose escalation near the gold marker surface was < 5 mm in both
the AP and RL directions.
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is considered clinically meaningful only if the diameter of the volume exceeded 15 mm. The
dose escalations near gold markers G1 and G3 were rarely observed; and therefore, they will
be clinically negligible for the lung.

Recently, there has been strong interest in treating mobile tumors in the pelvis, abdomen,
and thorax. The use of fiducial markers to manage organ motion has been widely reported,
with no consideration for the dose escalation and dose de-escalations that fiducial markers can
cause.?32%) Our results provided dosimetric data such as relative doses and positions of dose
escalation and dose de-escalations around a gold marker.

IV. CONCLUSIONS

Our simulation has demonstrated the dosimetric impact near a gold marker in lung irradiated
by a 6 MV photon beam. The simulation results provided with dosimetric data, including rela-
tive doses and positions of dose escalation and dose de-escalation near a gold marker under
different beam geometries, as well as a clinical geometry based on CT images of a patient. In
clinical cases, dose escalations were observed at the small area where the distance between a
gold marker and the lung tumor was < 5 mm, and it would be clinically negligible in multibeam
treatments, although further investigation may be required.
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