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or excess of the delivered dose can cause loss of local
tumor control and adverse events in normal tissues. Inter-
national Commission on Radiation Units and Measure-
ments (ICRU) report 24 [1] and American Association of
Physicists in Medicine (AAPM) TG 24 [2] recommended
ensuring that the uncertainty in dose distribution calcula-
tions be within 3 % of the prescribed dose. The importance
of dose calculation accuracy in a radiation treatment
planning system (RTPS) for achieving the 3 % objective is
described in AAPM TG 65 [3].

The dose calculation accuracy of the RTPS depends on
the dose calculation algorithm and the beam model used.
Many algorithms have been developed for improving the
dose calculation accuracy. However, even in conventional
(non-intensity-modulated radiation therapy) fields, a >3 %
difference between calculations and measurements can
occur, depending on the calculation conditions [4], such as
the half-field method, wedge field, and missing tissue [5]
within the radiation field. These differences are due to
limitations of the algorithms, of the beam model, or both.

The actual radiation dose delivered may differ among
institutions even with the same prescribed dose. Thus, it is
necessary to understand the differences according to the
RTPS and the algorithm(s) used at each institution. Espe-
cially in multi-institutional radiation therapy clinical trials,
it is important to reduce differences in dose calculation
accuracy among the institutions. To minimize this multi-
institutional dose variation, the calculation accuracy of the
RTPS must be assessed at each institution, by comparison
of calculations and measurements. Additionally, third party
quality assurance (QA) programs that utilize mailed and
on-site dosimetry are used for verification of the linac
output and the beam modeling [6].

The calculation accuracy of the RTPS depends on the
calculation conditions. In this study, QA for whole breast
radiotherapy, which was carried out by many institutions,
was performed. AAPM TG 53 [7], European Society for
Radiotherapy and Oncology (ESTRO) booklet 7 [8], and
International Atomic Energy Agency (IAEA) TRS430 [9]
have guidelines for establishing an RTPS-based QA
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program. However, there is little guidance regarding the
establishment of a specialized QA procedure for whole
breast radiotherapy before clinical use, and for verifying
dose differences among institutions depending on the
RTPS, algorithm, and beam model used. We have devel-
oped practical procedures for QA of treatment planning
systems, based on previous reports [7-9], to verify the dose
calculation accuracy at each institution. These procedures
were designed to be performed readily at any institution
and to facilitate comparisons of results among institutions.
In this study, QA for whole breast radiotherapy at seven
institutions in Japan was examined, and the dose calcula-
tion accuracy of RTPS across these institutions was eval-
uated with use of the methods devised.

2 Materials and methods

Table 1 lists the linear accelerators and RTPSs used in this
study. Linear accelerators with X-ray energies of 4 and 6
MV—Clinac 21EX (Varian Medical Systems, Palo Alto,
CA, USA), Clinac iX (Varian Medical Systems, Palo Alto,
CA, USA), ONCOR (Siemens AG, Erlangen, Bayern,
Germany), and Primus (Siemens AG, Erlangen, Bayern,
Germany)—were used. Three types of RTPS were exam-
ined: Pinnacle’® (Phillips Radiation Oncology Systems,
Fitchburg, WI, USA), Eclipse (Varian Medical Systems,
Palo Alto, CA, USA), and XiO (Elekta CMS, Mayland
Heights, MO, USA). The QA program developed for
assessment of the dose calculation accuracy of the RTPS is
described below.

2.1 Phantom and measurement devices

A Farmer-type ion chamber (PTW30013) and two films
[EDR?2 radiographic film (Kodak, Tokyo, Japan) and EBT2
radiochromic film (ISP Corporation, Wayne, NJ, USA)]
were used as dose detectors. Two types of films were used
because not all institutions have appropriate antomatic film
processors. The uncertainties of measurements by use of
EDR2 and EBT2 were the same under the irradiation
conditions in this study [10-2].

A solid water-equivalent phantom was used because it is
employed by many institutions. Many solid phantoms are
commercially available; however, all have similar physical
characteristics; specifically, the depth-scaling factor (Cy)
[13] and fluence-scaling factor (hp) [14] are approximately
1.0. In this study, we used the WE211 Tough Water (Kyoto
Kagaku, Kyoto, Japan) phantom and RMI457 Solid Water
(GAMMEX Inc., Middleton, WI, USA) phantom; the
variations of the Cp, and Ay of the PTW30013 ionization
chamber on these phantoms were within 1 % in our mea-
surements [12, 15].



Accuracies in RTPS for whole breast radiotherapy

Table 1 Materials used in this study

Institution RTPS Classified Linac
algorithm
A Pinnacle®  SP, CV Varian 21EX(4X)
ver. 8.0m Varian 21EX(6X)
B XiO SP, CV, Clarkson  Varian iX(6X)
ver.
4.50.03
C Eclipse SP, PBC Varian iX(4X)
ver. 8.1
D Eclipse SP, PBC Varian 21EX(4X)
ver. 8.1 Varian 21EX(6X)
E XiO SP, CV, Clarkson  Varian 21EX(4X)
ver. 4.50 Siemens
ONCOR(6X)
F Pinnacle? Sp, CV Siemens
ver. 9.0 ONCOR(6X)
G XiO SP, CV, Clarkson  Varian iX(6X)
ver, 4.50 Siemens
PRIMUS(6X)

SP superposition, CV convolution, PBC pencil-beam convolution, 4X
4 MV X-ray, 6X 6 MV X-ray

2.2 Dose calculation

Nine dose calculation algorithms installed in three RTPSs
were used for dose calculation in this study, as indicated
below.

(D Pinnacle®

Collapsed cone convolution (CCC) [16]

e CCC (with a scatter homogeneous mode) [16]
¢ Adaptive convolve (AC) [16]

e AC (with a scatter homogeneous mode) [16]
(2) Eclipse

¢ Anisotropic analytical algorithm (AAA) [17-20]
¢ Single pencil-beam convolution (PBC) [21, 22]

3) Xio

e Multigrid superposition (MS) [23, 24]
Fast Fourier transform convolution (FFC) [23]

e Modified Clarkson sector integration (Clarkson)
[25, 26]

The uncertainty factors in the dose calculation accuracy
are dependent on the type of algorithm used. The above
algorithms were classified into the following four groups:
superposition (SP), convolution (CV), pencil-beam con-
volution (PBC), and Clarkson. SP, CV, and PBC are
model-based algorithms that use a convolution method. SP

uses a variable dose kernel. CV uses dose kernels of con-
stant shape. In PBC, the lateral scattering is considered to
be homogeneous, and the inhomogeneity correction hap-
pens only in the longitudinal direction, which is accounted
for by use of the equivalent path length converted from the
mass attenuation. Clarkson is a measurement-based algo-
rithm. CCC, AC, AAA, and MS were categorized as SP.
CCC (with a scatter homogeneous mode), AC (with a
scatter homogeneous mode), and FFC were categorized as
CVv.

The dose calculated by RTPS used the same geometries
as those performed by following measurement procedures
(see next section). In cases in which dose calculations were
determined with use of solid-phantom CT image datasets,
the dose calculation accuracy can be affected by the
uncertainty in the conversion table of the CT number to
relative electron density and by the set-up error in CT
acquisition. In this study, we used a virtual phantom to
compare only the dose calculation accuracies associated
with the dose calculation algorithm and the beam model
used at each institution. We created a virtual phantom
(30 x 30 x 30 cm~40 x 40 x 40 cm) and assigned it the
density of water.

In the RTPS, dose calculations are performed by use of a
virtual water phantom; in contrast, dose measurements are
performed by use of a water-equivalent solid phantom.
Thus, depth and fluence scaling factors are required for
correction of the differences between the dose calculation
and measurements [12]. However, the measured dose val-
ues were not corrected because the effects of Cp and hy,
were negligible in our measurements [[2, 15]. The dose
calculation grid size was set to 2-2.5 mm in this study.

2.3 Measurements

We performed the following procedures to evaluate the
dose calculation accuracy of the RTPS. These procedures
were designed to be performed readily and rapidly at any
institution and to facilitate comparison of the results across
institutions.

The absolute dose was determined by use of an ioniza-
tion chamber that was calibrated at a secondary standard
dosimetry laboratory (uncertainty 1o = 1.5 %). Addition-
ally, for evaluation of the influence of phantom set-up
error, the point doses at points 1 mm offset from mea-
surement points in six directions (anterior—posterior, left—
right, and superior-inferior) were calculated. The differ-
ences between the measurement point dose and the offset
point dose were within 1 % for all measurement conditions
assessed. Fixed irradiation doses of 100 and 200 monitor-
ing units (MUs) were used for measurements made with
the chamber and film, respectively. Point doses calculated
by the RTPS were compared with equivalent point dose
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Fig. 1 Simple field measurements with an ionization chamber
(gantry angle: 0°, field size: 20 x 20 cm)
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Fig. 2 Oblique field measurements with an ionization chamber
(gantry angle: 60°, field size: 20 x 10 cm)

values measured with the chamber. The measurement
points were set to the small-dose gradient region, and the
differences between the point dose and that to the active
volume of the chamber were negligible. The relative errors
between the dose calculated with use of each algorithm and
the measured dose were calculated.

2.4 Measurements of simple field

Figure | shows the geometry of measurements made with
an ionization chamber for a simple 20 x 20-cm field
(gantry angle of 0°); this was selected because a field of
~20 cm is necessary to cover the whole breast. To assess
the output accuracy, including that of the beam model, we
measured the absorbed dose using the ionization chamber
at the isocenter (IC). The IC point was at 5 cm depth from
the surface of the water phantom, with a source-to-surface
distance (SSD) of 95 cm.

2.5 Measurements of oblique field

The oblique field technique is used almost exclusively for
whole breast radiotherapy. Figure 2 shows the geometry of

oblique field technique measurements made with the ioni-
zation chamber. The dose at the IC was measured at a gantry
angle of 60° and with a field size of 20 x 10 cm and an SSD
of 94 cm. This measurement geometry was designed in
agreement with common clinical settings of whole breast
radiotherapy. The next procedure (missing tissue within the
radiation field measurement by use of the ionization cham-
ber) can be performed with the same phantom set-up.

2.6 Measurements of missing tissue
within the radiation field

The effects of lack of scatter from the air (missing tissue
region) were examined by the measurements shown in
Fig. 3a. The dose at a point 5 mm distal from the IC was
measured at a gantry angle of 90° and with a field size of
20 x 10 cm and SSDs of 80, 82.5, or 85 cm, according to
the phantom size at each institution. In this procedure, the
measurements were performed with various SSDs, because
the solid water-equivalent phantoms at many institutions
(including institutions not participating in this study) can
be inserted only into the center of the chamber. The mea-
surement point was determined 5 mm away from the IC to
avoid the direct radiation beam that is emitted through the
air gap between water-equivalent solid phantoms.

@ —

1C 3cm
0.5cmée
Measurement point
//

Field size: 20 cm X 10 cm
Gantry angle: 90 degrees
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Field size
20ecm X 20 cm
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Fig. 3 Measurements for missing tissue conditions with a an ioni-
zation chamber (gantry angle: 90°, field size: 20 x 10 cm), b radio-
graphic or radiochromic film (gantry angle: 0° field size:
20 x 20 cm)
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Fig. 4 Wedge field measurements with an ionization chamber
(gantry angle: 0°, field size: 20 x 20 cm)

The geometrical arrangements for measurement of the
relative dose distribution near the missing tissue region
with use of radiographic or radiochromic film are shown in
Fig. 3b. Dose profiles were measured at a gantry angle of
0°, a field size of 20 x 20 c¢m, and a SSD of 95 cm.

2.7 Measurements of wedge field

The wedge field technique is commonly used for whole
breast radiotherapy. Figure 4 shows the geometry of mea-
surements with an ionization chamber for the wedge field
(a gantry angle of 0°). The absorbed doses at the IC and at a
point shifted 5 cm in the lateral direction were measured.
The off-axis measurement was performed because the
reference point is often set to a location on the off-axis of
the beam for whole breast radiotherapy. The chamber was
placed in a direction perpendicular to the wedge gradient.
The measurements were performed for the physical wedge
fields and non-physical wedge (the virtual and dynamic
wedge) fields [27-32]. Wedge angles of 15° and 30° were
used because these are generally employed for whole
breast radiotherapy.

3 Results

The results for each irradiation condition are described
below. The results with 4 and 6 MV X-rays did not differ.

3.1 Simple field

The relative errors among the doses calculated by use of
each algorithm and the measured dose are shown in Fig. 5.
The lower end of the box is the first quartiles, the midline is
the second quartiles (median), and the top end is the third
quartiles [33]. The individual small circles are outliers [33].
The whiskers are described as far as the highest and lowest
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Fig. 5 Relative error between the dose calculated with each
algorithm and the dose measured for the simple field (number of
samples: SP 11, CV 8, PBC 3, and Clarkson 5). Results are within
2 % agreement. SP corresponds to CCC, AC, AAA, and MS. CV
corresponds to CCC (with a scatter homogeneous mode), AC (with a
scatter homogeneous mode), and FFC
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Fig. 6 Oblique field measurements (number of samples: SP, 11; CV,
8; PBC, 3; and Clarkson, 5). Results are within 2 % agreement

values that are not outliers. The same applies to the fol-
lowing figures of the box-and-whisker plot. The means and
standard deviations of errors for the SP, CV, PBC, and
Clarkson algorithms were 0.5 £+ 0.6, 0.3 = 0.5, 0.1 £ 1.0,
and 0.2 & 0.3 %, respectively. The standard deviation of
the relative error calculated with use of the Clarkson
algorithm was the smallest.

3.2 Oblique field

Results for the oblique field measurements are shown in
Fig. 6, which also shows the relative error between the
doses calculated with use of each algorithm and the mea-
sured dose. The means and standard deviations of errors for
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the SP, CV, PBC, and Clarkson algorithms were
—-03 4+ 0.6, —03 +0.6, 0.3 £09, and 0.8 £ 0.6 %,
respectively. All calculations and measurements for the
oblique field were in good agreement.

3.3 Missing tissue within the radiation field

The results obtained under the missing tissue condition are
shown in Figs. 7 and 8. Figure 7 shows the relative error
between the doses calculated with use of each algorithm
and the measured dose. The means and standard deviations
of errors for the SP, CV, PBC, and Clarkson algorithms
were —0.1x+09, —-06+05  03+10, and
2.2 £ 0.9 %, respectively. With the exception of the
Clarkson algorithm, all relative errors were within 3 %. For
the Clarkson algorithm, a maximum 3.4 % difference
between calculations and measurements was found. The
relative dose profiles calculated with each algorithm and
measured with use of film are shown in Fig. 8. The doses
were normalized at the IC. The Clarkson algorithm results
at the phantom surface were markedly different from those
of the other algorithms.

3.4 Wedge field

A comparison of the results of the open, physical wedge,
and non-physical wedge fields with use of all algorithms is
shown in Fig. 9. The means and standard deviations of the
relative errors for the open, physical wedge, and non-
physical wedge fields were 0.3 £ 0.6, 0.1 £ 0.5, and
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Fig. 7 Relative error between the dose calculated with each
algorithm and the dose measured with use of the ionization chamber
(number of samples: SP, 11; CV, 8; PBC, 3; and Clarkson, 5). The
average and standard deviations of errors for the SP, CV, PBC, and
Clarkson algorithms were —0.1 + 0.9, —0.6 £ 0.5, 0.3 &+ 1.0, and
2.2 + 0.9 %, respectively. For the Clarkson algorithm, a maximum
3.4 % difference between calculations and measurements was
observed

0.8 £ 1.0 %, respectively. The relative errors for the
physical wedge fields were within 2 %, which was equiv-
alent to the results for the open fields. For the non-physical
wedge field, the standard deviation was higher; a maximum
3.9 % difference between calculations and measurements
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Fig. 8 Dose profile calculated with each algorithm and measured
with use of radiographic or radiochromic film. a Pinnacle® (Institution
A, 6X), b eclipse (Institution C, 4X), and ¢ XiO (Institution B, 6X)
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Fig. 9 Comparison of the open, physical wedge, and non-physical
wedge conditions (number of samples for each condition: 27). The
averages and standard deviations of the relative errors for the open,
physical wedge, and non-physical wedge fields were 0.3 4 0.6,
0.1 £0.5, and 0.8 £ 1.0 %, respectively. The uncertainty for the
non-physical wedge condition was the greatest

was found. No difference between the results for 15° and
30° wedges was found.

A comparison of the results obtained at the IC and off-
axis with use of physical and non-physical wedge fields,
and all algorithms is shown in Fig. 10. The means and
standard deviations of the relative errors for the physical
wedge field at the IC and off-axis were 0.1 & 0.6 and
0.1 & 0.9 %, respectively. Likewise, for the non-physical
wedge field, the means and standard deviations at the IC
and at the off-axis were 0.8 + 1.1 and 1.0 4+ 14 %,
respectively. The standard deviation of the off-axis result
was greater than that of the IC result. For the non-physical
wedge field at the off-axis position, a maximum 4.8 %
difference between calculations and measurements was
found.

For the results of the non-physical wedge field with use
of Pinnacle and Eclipse, all relative errors were within 3 %
(mean £ SD %: 0.5 £ 0.7 % and —0.1 + 1.0 %, respec-
tively). However, >3 % differences between the calculated
dose and the measured dose were found in the results with
use of XiO (mean £ SD %: 1.3 £+ 1.2 %, maximum dif-
ference: MS 4.2 %, FFC 3.6 %, and Clarkson 4.8 %).

4 Discussion

For the simple field, the standard deviation of the relative
error calculated with use of the Clarkson algorithm was the
smallest. In the Clarkson algorithm, the calculations and
measurements of a simple field were in good agreement
because the measured data were used directly for
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Fig. 10 Comparison of the IC and off-axis conditions with physical
wedge and non-physical wedge conditions (number of samples per
condition: 27). The averages and standard deviations of the relative
error for the physical wedge field at the IC and off-axis were
0.1 0.6 and 0.1 £ 0.9 %, respectively. Likewise, for the non-
physical wedge field, the averages and standard deviations at the IC
and off-axis were 0.8 &= 1.1 and 1.0 & 1.4 %, respectively. The
uncertainty of the off-axis condition was greater than that of the IC

calculating the dose. The relative errors for all institutions
and dose calculation algorithms were within 2 %, which
met the recommended criteria specified in a previous report
[8]. This indicates that the linac output and the beam model
used for the simple field in RTPS at each institution were
accurate.

All calculations and measurements for the oblique field
were in good agreement. The dose calculations of the
oblique field in the homogeneous phantom by use of
model-based algorithms were generally accurate [16-
24]. For the Clarkson method, a measurement-based
algorithm, the dose calculation accuracy was lower than
that with use of model-based algorithms because this
method does not reproduce the scattered radiation inside
the phantom accurately {5, 26]. In this study, all dose
calculation algorithms, including Clarkson, demonstrated
adequate accuracy. Thus, the dose calculation accuracy
with use of SP, CV, PBC, or Clarkson was affected only
negligibly by the oblique incidence.

For the missing tissue condition, the Clarkson algorithm
results at the phantom surface were markedly different
from those of the other algorithms. This dose reduction
near the phantom surface is a result of the reduction in
scattered photons at the missing tissue region within the
radiation field, and the dose reductions near the phantom
surface were reproduced with the exception of the Clarkson
algorithm. However, a difference between the dose profile
near the phantom surface calculated by AAA and PBC was
found. This difference might be due to the differences in
the resolution of beam model between AAA and PBC. On
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the other hand, the Clarkson algorithm does not take into
consideration the reduction in scattered radiation [26]. As a
result, the calculated dose on the phantom surface is higher
than the actual measurement. These relative errors result-
ing from the characteristics of the calculation algorithms
should be taken into consideration during treatment plan-
ning and dose evaluation. Furthermore, the reference point
for the prescribed dose should not be assigned to a point
near the patient’s body surface because the surface dose
reduction is not assessed accurately by the Clarkson
algorithm.

For the non-physical wedge field, the standard devia-
tion was higher than that of the open and physical wedge
fields. Additionally, >3 % differences between the calcu-
lated dose and the measured dose were found in the results
with use of XiO. Generally, the RTPS parameters (e.g.,
the energy spectrum) should be adjusted by use of mea-
surement data corresponding to simple fields, including
percentage depth dose, off-axis ratio, and an output factor
for beam modeling [34]. However, the non-physical
wedge field is constructed by use of the movement of the
jaws at a variable dose rate [27-32]. The parameters that
can be adjusted in the non-physical wedge field are
dependent on the type of RTPS (including version) used.
Thus, generating accurate beam models for the non-
physical wedge field is difficult. Moreover, assessing the
accuracy of the beam model used at each institution and
understanding the characteristics of the dose calculation
algorithm are important. Additionally, the accuracy of the
RTPS should be improved as much as possible, and the
clinical application of the non-physical wedge field should
be evaluated.

5 Conclusions

In radiation therapy, the actual prescribed irradiation dose
is expected to be similar across institutions. We established
a QA procedure to standardize the whole breast radio-
therapy irradiation dose used at multiple institutions. Our
findings showed that the dose calculation accuracy differs
among institutions because it is dependent on the dose
calculation algorithm and beam modeling used. For mini-
mizing this dose variation, it iS necessary to assess the
beam model accuracy and to understand the characteristics
of the dose calculation algorithm used at each institution.
Additionally, third party QA programs can be used for
assessment of the linac output and of beam modeling.
The QA procedures used in this study will facilitate
assessment of the accuracy of the dose calculation algo-
rithm and beam model before clinical use for whole breast
radiotherapy. In the clinical situation, the irradiation con-
ditions of whole breast radiotherapy are significantly

different from the conditions with use of the solid water-
equivalent phantom in this study. Further investigations
should evaluate the dose calculation accuracy of the RTPS
in heterogeneous media, as well as the influence of the
reference point position, by use of a breast-shaped phantom.
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In the clinic, the relative biological effectiveness (RBE) value of 1.1 has usually been used in relation to the
whole depth of the spread-out Bragg-peak (SOBP) of proton beams. The aim of this study was to confirm the
actual biological effect in the SOBP at the very distal end of clinical proton beams using an in vitro cell
system. A human salivary gland tumor cell line, HSG, was irradiated with clinical proton beams (accelerated
by 190 MeV/u) and examined at different depths in the distal part and the center of the SOBP. Surviving frac-
tions were analyzed with the colony formation assay. Cell survival curves and the survival parameters were
obtained by fitting with the linear—quadratic (LQ) model. The RBE at each depth of the proton SOBP com-
pared with that for X-rays was calculated by the biological equivalent dose, and the biological dose distribu-
tion was calculated from the RBE and the absorbed dose at each position. Although the physical dose
distribution was flat in the SOBP, the RBE values calculated by the equivalent dose were significantly higher
(up to 1.56 times) at the distal end than at the center of the SOBP. Additionally, the range of the isoeffective
dose was extended beyond the range of the SOBP (up to 4.1 mm). From a clinical point of view, this may
cause unexpected side effects to normal tissues at the distal position of the beam. It is important that the beam

design and treatment planning take into consideration the biological dose distribution.

Keywords: proton beam; biological effectiveness; distal end; cell survival; spread-out Bragg-peak

INTRODUCTION

Proton beam therapy is considered a new yet well-established
modality of treatment for cancer and non-cancer diseases
around the world [1-4]. The number of proton therapy facil-
ities in the world, especially in Japan, has increased, and it has
doubled within the last 10 years [5, 6]. More than 60 000
patients have been treated with proton beams, and high control
rates for localized tumors have been reported [1-4, 7]. In recent
years, advanced proton therapy [e.g. intensity-modulated
proton therapy (IMPT)] has been adapted for irregularly
shaped tumors, and the effect is beginning to examined by

physical fundamental research [5, 6, 8, 9]. The International
Commission on Radiation Units and Measurements (ICRU)
recommends defining proton therapy doses as the product of
the relative biological effectiveness (RBE) and the physical
dose of the proton, with its unit as Gy [11, 12]. Recently, most
clinical proton facilities have used a constant RBE value of 1.1,
meaning that protons are assumed to be 10% more effective
than X-rays or gamma-rays at all positions along the depth—
dose distribution [11-14]. The RBE weighting factor of 1.1
was a consequence of several reviews of the available radiobio-
logical data at those instances [12, 15, 16], with most studies de-
termining the RBE in the center of SOBP. However, there is a

© The Author 2014. Published by Oxford University Press on behalf of The Japan Radiation Research Society and Japanese Society for Radiation Oncology.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http:/creativecommons.org/licenses/by/4.0/), which
permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
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general consensus that the RBE of protons depends on the pos-
ition along the penetration depth [17-20]. Recent physical
simulation results suggest the RBE is not constant and that it
depends on many factors such as beam energy, dose, depth, ra-
diation quality, and track structure [12, 21-23]. Additionally,
modeling studies suggest that there are significant differences
between the biologically weighted dose and the absorbed dose
distributions for both tumor and normal tissues (using a theor-
etical variable RBE value to calculate an RBE-weighted proton
treatment plan [24-26]). Although many studies have measured
the RBE of protons, the experimental conditions were very
diverse, with respect to differences in beam energy, position
along the depth—dose distribution, method of calculating RBE,
and cells used.

In this study, we have determined the RBE at various
depths within the SOBP of clinical proton beams with an in-
cident energy of 190 MeV, and have assessed the biological
equivalent dose distribution of proton beams. We have also
determined the shift of the distal edge of the biological dose
compared with the isoeffective dose.

MATERIALS AND METHODS

Cell cultures

A human salivary gland tumor cell line, HSG (JCRB1070:
HSGc-C5), was used in this study. The HSG is a standard
reference cell line for the intercomparison of RBE among
carbon and proton facilities in Japan, and is also used in
other countries, including Germany and Korea [25, 27-32].
Cells were cultured in Eagle’s MEM supplemented with
10% fetal bovine serum (FBS) and antibiotics (100 U/ml
penicillin and 100 pg/ml streptomycin) and incubated under
a humidified atmosphere with 5% CO, and 95% air at 37°C.
Subcultured cells were harvested and seeded in a chamber
slide flask (Lab-Tech SlideFlask 170920, Nunc) at~1.5—
2.0 x 10° cells/flask with 3 ml of the medium, and incubated
in the incubator for 2 d prior to the experiment. The flasks
were fully filled with additional medium on the same day or
1 d before the experiment.

Irradiation

Horizontal proton beams were accelerated up to 190 MeV
by an Azimuthally Varying Field (AVF) cyclotron at the
NCCHE (National Cancer Center Hospital East) [31]. In
this experiment, we used the nozzle designed for the
dual-ring scattering method [24] to obtain a flat dose profile
and stable dose intensity over the target area. The proton
beam was scattered using two thin scatters on the beam line.
These scatters made it possible to obtain a flat dose profile
over the target area (+2.5% over a 2x5cm? field). The
beam was then cut off using collimators. The profile to the
center position of the physical depth—dose distribution of
the 5 cm-SOBP (from 125 to 175 mmH,0) was less than
+7.2% (Fig. 1A).
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Fig. 1. (A) Depth—dose distribution of the spread-out Bragg-peak
(SOBP) of the 190 MeV proton beam used in the present
experiment. The depth-dose measurement was performed in a
water phantom. The closed dots show the irradiation position of
each cell sample (150, 159, 165, 168, 171, 174, 177, 180 and 183
mmH,0). (B) The cell sample flask was placed in a specially
designed polyethylene block (0.98 g/cm3) containing a space to
hold it. The thickness of the polyethylene block in front of the flask
was chosen to locate the cells at the adequate depth of the
spread-out Bragg-peak (SOBP) beam.

HSG cells on the bottom of the chamber slide flasks were set
in a specially designed polyethylene block (0.98 g/cm®), and
the cell surface was placed at the isocenter of the gantry
(Fig. 1B). The depths (at 150, 159, 165, 168, 171, 174, 177,
180 and 183 mmH,0) in the beam were selected using poly-
ethylene blocks of various thicknesses placed immediately up-
stream of the cells. The measurement of the dose and dose-rate
was conducted with PTW Markus Chamber (Type 23343;
PTW, Freiburg, Germany) and an electrometer (FLUKE35040;
Fluke Biomedical, Cleveland, OH). Subsequently, GafChromic
EBT film (International Specialty Products, Wayne, NJ) was
used for verification. We also measured the dose per monitor
unit at the center of the SOBP, and used the average value cal-
culated from at least three measurements on each experimental
day. The dose rate was ~2—3 Gy/min at each depth.

As for the reference radiation beam, 6 MV X-rays gener-
ated by a linac therapy machine at the NIRS (National
Institute of Radiological Sciences) were used. The irradiation
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doses were measured with the thimble chamber according
to the protocol of Japanese Standard Dosimetry 01 [33] for
X-rays. The dose rate was ~3 Gy/min. All irradiation was
carried out at room temperature, and all experiments were
repeated at least three times. X-ray experiments were per-
formed as additional experiments at NIRS, because the treat-
ment schedule of NCCHE was crowded. However, X-ray
experiments were performed under the same conditions (i.e.
lot and passage number of cells, sample preparation, and
assay environment) as the proton beam experiment. We
suspect the error caused by carrying out the proton and X-ray
beam experiments on different day is not significant.

In vitro clonogenic cell survival assay

After irradiation, cells were rinsed twice with PBS, once with
0.05% trypsin solution containing 1 mM EDTA and main-
tained at 37°C for 3—-5 min. The cells were harvested and
their number counted using a particle analyzer (Coulter Z1).
The cells were then adequately diluted with the medium and
seeded in three 60-mm dishes at densities from 100-50 000
cells per dish to yield ~100 colonies per dish, depending on
the radiation dose and the linear energy transfer (LET). Three
colony dishes were made per dose within one experiment.
Samples were incubated for 13 d, and then the colonies were
rinsed with PBS, fixed with 10% formalin solution for 10
min, washed with tap water, stained with 1% methylene blue
solution, and dried in air. Colonies consisting of> 50 cells
were counted under a stereomicroscope as the number of
viable cells.

Analysis of the survival curve

Dose-response curves of HSG cells were fitted by a linear—
quadratic equation. The parameters « and  were calculated
by logistic curve-fitting using the weighted least-squares
method (Kaleida Graph 4.1.4, Hulinks). The o and S values
were used to calculate the biological equivalent doses, Do
and Dgq values, the dose required for the cell survival to be
10 and 60%, respectively. D¢ corresponds approximately to
the survival fraction for 2 Gy X-rays for this cell type (Fig. 2
and Table 1). The RBE;o and RBE¢ values of the proton
beam were calculated as the ratio of the D and Dgq values
to that of 6 MV X-rays.

Statistical analysis

Data are presented as the mean =+ standard error (SE) of at
least three independent experiments. To examine the differ-
ences between averages of values, a two-sided Student’s
t-test was used when the variances of two groups could be
assumed to be equal. A P-value < 0.05 was considered statis-
tically significant.

RESULTS

Survival of HSG cells exposed to proton beams at
several depths

The dose-response curves for HSG cells to X-rays and
proton beam SOBPs at each depth are shown in Fig. 2. The
D and D¢ values were calculated from the o and 8 values
(Table [). The SOBP beam at the center (150 mmH,0)
killed HSG cells more efficiently than the X-rays (Fig. 2A),
and the effects increased gently from 159 to 168 mmH,O in
the SOBP beam (Fig. 2B-D, Table 1) compared with at the
center. However, the cytotoxic effects increased dramatically
after 171 mmH,0, and the survival curves were similar to
each other at higher values (Fig. 2E~I, Table 1).

For HSG cells, the a values of protons tended to be larger
than for that of linac X-rays, while the 8 values tended
to remain stable. The o/ ratio was 6.8 Gy for X-rays.
The value once decreased in the 150-168 mmH,O region
(4-6 Gy), increased a little (7-9 Gy) in the 171-177 mmH,0
region, and increased suddenly (approximately 15 Gy) at 180
and 183 mmH,O (Table 1).

Change of RBE in SOBP

The RBE;( and RBEg to the depth in SOBP that correspond
to Do and Dgg are shown in Fig. 3. D values are commonly
used to compare the cytotoxic effects of radiation types.
HSG cells presented RBE;, values of 1.24 and RBEg,
values of 1.20 at the center of proton SOBP. The RBE values
showed a tendency to increase with the depth of proton
SOBP, and the maximum value was 1.86 at 180 mmH,0.
These values mean that the proton SOBP beam showed
~50% stronger cytotoxic effects at the distal position com-
pared with at the center of the SOBP.

The depth—dose distributions are shown in Fig. 4. The nor-
malized absorbed dose refers to the relative physical dose
normalized to the center of the SOBP. A generic RBE value
of 1.1 for protons is used in clinical situations, and an
Isoeffective dose Dyog=Dx1.1 is proposed [11]. The
profile of the biological effective dose in this paper can be
calculated from the RBE;( or RBEg at each depth multiplied
by the physical dose at that depth. The biological effective
doses at the center of the SOBP were slightly higher than the
isoeffective dose (Fig. 4). The values of biological effective
doses were not significantly changed between 150 and
168 mmH,0, significantly increased at a depth of 171 to
177 mmH,0, then decreased with decrease of physical dose,
however the biological effective dose was still higher than
the isoeffective dose at 180 and 183 mmH,0. Additionally,
in the current study, the distal edge of the biological dose
was extended ~3.6 mm for RBE;; and 4.1 mm for RBEq
from the edge of SOBP obtained by the isoeffective dose.
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Fig. 2. Dose-response curves of HSG cells irradiated with X-rays (closed circles) or at each depth of the proton SOBP (closed squares). All
datapoints were fitted by the linear—quadratic (LQ) model. The symbols and bars are the mean and standard error (SE) obtained from at least
three independent experiments. The symbols and bars of the reference X-rays data and the center of the SOBP as a reference data are
indicated only in Fig. 3A, and the fitted curves (dotted line for X-rays and dashed line for center of the SOBP) for the various positions are
indicated in Fig. 3B-I. Horizontal axis, Dose (Gy) means the physical absorbed dose of X-rays and protons at each depth.

DISCUSSION

Here, we have reported the RBE dependence of the biologic-
al depth—dose distribution at several depth positions of 190
MeV proton beams accelerated by a cyclotron and in the
SOBP generated by the dual-ring scattering method. A
generic RBE of 1.1 is recommended for the whole region of
proton SOBPs for all clinically relevant applications world-
wide [11, 13, 14, 34]. Therefore, all clinical applications are
conducted at that RBE value, and the flat adsorbed depth—
dose distribution is used in the therapies. However, some
studies have demonstrated an increase in the RBE at the end
of the proton SOBP using physical simulations [22, 23] and

analysis of published biological results [11]. Wilkens
et al. reported that the RBE of the distal region of a
SOBP increased to 1.18-1.60 depending on the fraction size
of 1-8 Gy per fraction in the case of 160-MeV protons [22].
In the present study, the RBE values varied with depth and
were higher at the distal-end of the SOBP for 190 MeV clin-
ical protons. This result suggests that it is necessary to set the
absorbed depth—dose distribution according to the differ-
ences in the biological effect. The RBE of protons could
depend on the fraction size. The conventional fractionation
scheme of proton therapy is ~2 GyE (generic RBE 1.1 x
physical dose) per fraction [35]. The effective doses of the
proton SOBP that correspond to 2 Gy X-rays were calculated
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Table 1. The surviving parameters and biological equivalent dose for HSG cells in a 190 MeV clinical proton beam with a 5-cm spread-out Bragg-peak (SOBP) at

each depth compared with the center

Proton

Depth in H,O (mm)

X-rays

183
0.42+0.07
0.03+0.01

180
0.44 £0.06
0.03+£0.01

177
0.38+0.03
0.05+0.01
7.34+£1.49
0.38+0.01

174
0.41+0.04
0.05+0.01

171
0.42+0.01
0.05+0.01
9.12+0.91
0.36 £0.01

168
0.26 £0.03
0.05+0.01
5.00+1.01
0.48+0.01

165
0.25+0.04
0.05+0.01
5.08+1.25
0.49+0.02

159

0.22+0.07 0.28+0.07

150
0.05+0.01

0.19+0.03%
0.03+0.01
6.82+2.83
0.60+0.01

a(Gy™)

0.05x0.01

B Gy™)

15.6 £7.15
0.39+£0.02

14.9+5.56

0.37 £0.02

8.44+2.04
0.36£0.01

440+0.85 5.85+2.60

0.53+0.01

o/ (Gy)
SF,

0.48+0.03

421 x0.11%*

4.06 £0.14%*

3.92 £0.08**
1.16 + 0.06**

4.57+0.08** 3.84+£0.07%* 3.82+0.04%*
1.08 £0.02*%* 1.10+0.06%*

1.50 £ 0.10%*

4.70 £0.07*

493+0.16 4.60+0.11*

1.68 +0.11

114 £0.14%*

1.09 £0.11%*

1.55+0.11*

1.48+0.18

Deo (Gy) 2.02+0.12

The surviving parameters (¢, § and o/f) were obtained from fitting the survival data with a linear—quadratic equation, and SF,, D} and Dgg values were calculated

using these parameters. * Mean + standard error. *0.01 < P <0.05, **P < 0.01, compared with the center of proton SOBP samples.
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Fig. 3. Relative biological effectiveness (RBE) for HSG cells in a
190 MeV clinical proton beam with a 5-cm spread-out Bragg-peak
(SOBP). RBEq (closed circles) and RBEgy (closed diamonds)
represent the RBE calculated using the biological equivalent dose,
Do and Dygy, respectively. The symbols and bars are the mean and
standard error (SE) obtained from at least three independent
experiments. *0.01 <P<0.05, **P<0.01, compared with the
center of the proton SOBP samples using RBE,o. ¥0.01 < P <0.05,
#P <0.01, compared with the center of the proton SOBP samples
using RBEgq.

using the @ and 3 values. RBE values of proton SOBP beams
at 60% cell survival were defined as RBEqq, because the sur-
viving fraction at 2 Gy SF, of X-rays is ~0.6. The RBEg, for
HSG cells showed a maximum value of 1.56 at the distal end
of the SOBP (Table [). High-LET components could be
effective on cells with small o and o/8 values [28]. These
high-LET components account for a large part of the total
proton beams at the distal position in the SOBP, even after
the decay of the SOBP when most of the beams lose energy.
This could be the reason for the higher RBE values at
171-183 mmH,O0 than at 150-168 mmH,O positions.
Additionally, the more critical point in clinical settings is
the shift of the distal edge of the biological dose compared
with the isoeffective dose. According to the strong biological
effect at the distal region of the proton SOBP, the biological
depth—dose distribution may be extended to the direction of
the proton beam prediction calculated by the generic RBE
1.1. In fact, unexpected normal tissue damage caused by the
beam is rarely observed in the clinical field of proton therapy
(personal communication with Dr Kanemoto, Proton
Medical Research Center, Tsukuba University). According
to a phenomenological model, one previous report showed
that the distal edge of the biological dose was shifted from
1.1 to 2.2 mm for 80% physical dose points at 1-8 Gy [22].
Our results yielded 4.1 mm from the isoeffective dose at
2 Gy (Fig. 4). There are similarities between Wilkens’s study
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Fig. 4. Relative dose-depth distribution of the spread-out
Bragg-peak (SOBP) of the 190 MeV proton beam. The biological
dose was calculated as the relative biological effectiveness
(RBE) x relative physical dose at each depth compared with the
center. Effective dose (D)) (closed circles) and effective dose (Dgp)
(closed diamonds) represents the biological dose calculated by the
RBE( and RBEjy, respectively. The symbols and bars are the mean
and standard error (SE) obtained from at least three independent
experiments. The solid line indicates the relative physical absorbed
dose normalized with the center dose, and the dotted line indicates
the clinical dose calculated from the generic proton RBE
1.1 x physical dose at each depth. *0.01<P<0.05, **P<0.01,
compared with the center of the proton SOBP samples using the
effective dose (D). “0.01 < P <0.05, #P <0.01, compared with the
center of the proton SOBP samples using the effective dose (Dgp).

and our results. The distal shift could have been altered by
the local energy distribution of the protons at the cells/tissues
caused by the accelerated energy or the geometrical structure
of the instruments upstream of the target. This study has
certain limitations. We assessed the biological effects using
one cell line (HSG cells) and one biological endpoint (cell
survival). However, it is well known that the RBE values
change depending on the kind of cells and endpoints [36].
Therefore, in any further study we will have to assess the bio-
logical effects using another cell line, other experimental
animals and another biological technique (e.g. DNA repair,
chromosomal aberration, mutation) [37-39].

There is also a problem regarding the use of the HSG
cells. We chose HSG cells in this study because we have
used HSG cells from the same cell line in experiments in
particle beam facilities since the 1990s. Additionally, many
laboratories (including ours) have used these cells in research
and published many papers in international journals.
However, it has been reported that the HSG cells used in this
study were contaminated with HeLa cells [40, 41]. It will be
necessary to consider the alternative cell line used for the
particle beam facility experiments in the future.

CONCLUSION

In conclusion, the effective depth—dose distribution was not
flat in the proton SOBP. RBE,;, and RBEg, at the distal
region of the SOBP showed a maximum of 1.5 and 1.7 at the
10% and 60% survival level, respectively. The uniform bio-
logical dose region at 90% of the prescribed dose extended
to 3.6 and 4.1 mm, respectively. Distal-end regions of proton
beams are characterized with high effectiveness, and the
SOBP range may be extended by several mm in the direction
of the beam. We suggest that it is desirable to take into con-
sideration the biological dose distribution according to the
depth in beam design and treatment planning, however,
further research is crucial.
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