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TABLE Ill. The global hubs of the structural brain networks

Young Middle Old
Abbreviations Class Npe(i) Module Role Np{i) Module Role Npfi) Module Role Reference
SPGmed. L Association  4.559 v R2 4.762 v R3 E
MTG. L Association  4.305 \% R3 3.543 A% R3 B,C,E EG
SFGmed. R Association  3.698 v R4 A, C D E
MOG. R Association  3.569 I 3 2737 i R3 A, G
ORBmed. R Paralimbic 2.876 A% R3 3.451 v R3
LING. R Association 2.865 et R3 1.945 i R3 B, G
SMG. L Association  2.846 1 R3 2.579 I R3 1.997 I R3 B
SMG. R Association  2.496 1t R3 1.853 w R3 2.249 I R3 C
PCUN. L Association 2442 I R3 A, DG
IFGtriang. R Association  2.321 I R3 2.610 1 R3 2.999 1 R3 E, G
ORBmed. L Paralimbic 2.289 A% R3 2.009 A% R3 C
SFGdor. L Association  2.261 v R2 ADEG
MTG. R Association 2.162 \% R3 3.631 A% R3 B, CEFG
IFGtriang. L Association  2.086 I R3 1.854 I R3 2.689 I R3 E G
PCUN. R Association 2.050 it R1 ADG
SFGdor. R Association  2.028 v R4 1.941 v R2 A, C,D,EFG
ANG. R Association 3431 1T R3 B
AMYG. R Paralimbic 3.389 v R3
PHG. R Paralimbic 2.760 v R2 E, F
STG. R Association 2.986 1 R3 2.665 I R4 B CG
ANG. L Association 2.318 1T R3 B
INS. L Paralimbic 2.211 I R2 D
MOG. L Association 2.016 11 R3 A, G
THA. L Subcortical 1.948 1 R3
STG. L Association 1.991 I R1 B G
ORBinf. L Paralimbic 3.037 A% R1 B C
ORBinf. R Paralimbic 3.018 v R3 B

The hub regions (normalized node betweenness, Nbc(i)>mean -+ SD) in structural brain networks of three age groups are listed in
decreasing order of the node betweenness in the young group. The regions are classified as association, primary, limbic/paralimbic or
subcortical regions as described by Mesulam [2000]. The module column indicates the anatomical modules that the hub regions belong
to, and the role column indicates the roles that the hub regions play in terms of their intra- and inter-module connectivity patterns; con-
nector hub (R1), provincial hub (R2), connector non-hub (R3), and provincial non-hub (see Materials and Methods). R: right; L: left. For

the description of the abbreviations, see supplementary Table S1.

The reference column indicates the hub regions previously identified in human brain structural (A, B, C, D, E), or functional (F, G) net-
works. A; Gong et al. [2009}, B; He et al. [2008], C; Chen et al. [2008], D; Tturria-Medina [2008], E; He et al. [2007], F; He et al. [2009b],

G; Achard et al. [2006].

among the age-specific groups. Using the fixed cost thresh-
old (cost = 0.11), the obtained brain networks that cap-
tured the structural connectivity backbone underlying the
principal topological organization were separated into
modules according to the spectral method proposed by
Newman [2006a). As a result, the brain networks were
separated into five, six, and five modules in young, mid-
dle, and old groups, respectively (Table IV, see Supporting
Information Table SIV). The brain regions included in
modules with three age groups were described in Support-
ing Information Text S1. The surface representations for
modules in structural brain networks are shown in Figure
3. Moreover, the modular organization of structural brain
networks shown here was also reproduced by using differ-
ent specific cost thresholds (cost = 0.15 and 0.20), (see
Supporting Information Fig. 52). We showed the modular
organization of the structural brain networks in topological

spaces (Fig. 4A-C). The topological representations were
drawn by the Pajek software package (http://vlado.fmf.
uni-lj.si/pub/networks/pajek) using a Kamada-Kawai
algorithm [Kamada Kawai, 1989]. With this algorithm, the
geometric distance between two brain regions on the
drawing space approximates the shortest path length
between them.

In this study, according to the patterns of intra- and
inter-module connections, the four possible roles of
regions were defined as connector hub (R1), provincial
hub (R2), connector non-hub (R3), and provincial non-hub
(R4). To show the node roles of regions in each module,
we arranged the connector nodes (R1 and R3) in a central
ring. In the young and middle group, 49 regions (8 R1 and
41 R3) and 49 regions (7 R1 and 42 R3) were identified as
connector nodes (Table 1V, Fig. 4D,E). However, only 28
regions (3 R1 and 25 R3) were defined as the connectors
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Figure 2.

Surface representations for global hubs and the significant age-
related changes in node betweenness. Top: The global hubs in
the young group. Middle: The global hubs in the middle group
and the significant age-related changes in node betweenness
from young to middle age. Bottom: The global hubs in the old
group and the significant age-related changes in node between-

(Table IV, Fig. 4F). Most global hubs (Young, 12/16;
Middle, 13/14; Old, 11/14) played R1 or R3 (connector)
roles, with numerous inter-module connections executing
a critical impact on the coordination of information flow
through the whole network (Table III).

In addition to discrepancies in the composition and
numbers of modules, we also found differences in the top-
ological roles of the modules in the brain networks of
three groups. We defined the connector-module as the
module that had both a high connector ratio (the ratio of

ness from middle to old age. The global hubs and non-hubs are
indicated by spheres in big and small size, respectively. The
nodes with significant decreased and increased age-related
changes are indicated by green and red spheres, respectively.
The nodes without significant age-related change are indicated
by blue spheres.

the connectors to the regions in the module was larger
than 0.6) and a high ratio of intermodule connections (the
ratio of the intermodule connections in the modules to
that in the whole network was larger than <1/numbers of
modules>) (Table 1V). In both the young and the middle
group, Modules I, IlI, and V were identified as the connec-
tor-modules (Table IV). The young brain network was
observed to have dense inter-module connections between
Module 1 and V (53/109), as well as between Module I
and II (25/109) (see Supporting Information Table SV). In

TABLE V. The distribution of connectors and interrmodule connections in each module

Young Middle Old
Module Regions  Connector Intermodule Regions Connector Intermodule Regions Connector Intermodule
I 16 11(0.69) 80(0.37) 13 9(0.69) 49(6.25) 26 7(0.27) 51(0.36)
I 21 8(0.38) 16(0.07) 18 6(0.33) 25(0.13) 10 4(0.40) 43(0.30)
m 14 12(0.86) 43(0.20) 18 12(0.67) 35(0.18) 8 4(0.50) 12(0.09)
v 20 3(0.15) 10(0.05) 19 6(0.32) 16(0.08) 18 6(0.33) 19(0.13)
\Y 19 15(0.79) 69(0.32) 14 11(0.79) 58(0.30) 28 3(0.11) 13(0.09)
VI 8 5(0.63) 15(0.08)
Total number 90 49 109 90 49 99 90 24 69

The “Connector” column indicates the numbers of connector nodes in each module and its ratio to the total number of regions in the
module (in parentheses). The “Intermodule” column indicates the numbers of intermodule connections in each module and its ratio to
the total number of intermodule connections in the whole network (in parentheses). The bold and italic characters indicate the values of
the connector-module in each age group, with both the higher connector ratio (>0.6) and the higher ratio of intermodule connections
(larger than <1/number of modules>).
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Figure 3.
Surface representations for modules in structural brain networks. All of 90 brain regions are
plotted by different colored spheres (different colors represent distinct network modules) and
further mapped onto the cortical surfaces at the lateral and medial views, respectively.

the middle group, the inter-module connections spread
around modules and abundant connections existed only
between Modules I and V (28/99) (see Supporting Infor-
mation Table SVI). Although no module was recognized
as the connector-module in the old group, there were rela-
tively dense inter-module connections between Modules I
and II (32/69) (see Supporting Information Table SVII).
Furthermore, the young and middle groups showed signif-
icantly higher proportions of intermodule connections
than did the old group (ANOVA, P = 0.007), (Fig. 5).

DISCUSSION

This is the first study, to our knowledge, to investigate
both small-world properties and modularity of structural
brain networks in healthy individuals across a broad age
range. We found that structural brain networks exhibited
economical small-world properties in three age-specific
groups. We defined the global hubs to account for higher
node betweenness in each group. In particular, the small-
world properties and node betweenness showed signifi-
cant changes with normal aging. Moreover, our results
demonstrated that structural brain networks showed mod-
ular organization in three groups and changed greatly in
the old age group. Structural brain networks developed
into a more distributed organization from young to middle
age, then organized into a localized organization with sub-
stantial alterations in old age. Thus, understanding
changes in topological properties in structural brain
networks may help elucidate normal processes of brain
maturation and senescence.

Economical Small-World Properties and
Age-Related Changes

In this study, structural brain networks exhibited eco-
nomical small-world properties in all age-specific groups,
as determined using RGMV with MR images. Our findings
of high global and local efficiency in structural brain net-
works with three age-specific groups were compatible
with previous functional and structural brain networks
studies [Achard and Bullmore, 2007; Bassett et al., 2008;
He et al., 2008, 2009a; Wang et al., 2009b]. Computational
modeling simulations [Sporns et al.,, 2000] and experimen-
tal studies [Chen et al., 2008] have also suggested the
emergence of small-world topology when networks are
evolved for the great complexity of dynamic behavior,
defined as an optimal balance between local specialization
and global integration [Strogatz, 2001]. Thus, our results
provided further support for the standpoint that brain net-
works might have evolved to maximize the cost efficiency
of parallel information processing.

We also noted age-related changes in efficiency metrics
of structural brain networks. First, the structural brain net-
work may develop into a more distributed organization
from young to middle age, accompanied by significant
decreases in local efficiency and robust increases in global
efficiency. The reduction of local efficiency might be
related to that healthy aging is associated with a regionally
distributed pattern of gray matter atrophy [Bergfield et al,,
2010]. Moreover, a previous study suggests that high
global efficiency assures effective integrity or rapid trans-
fers of information between and across remote regions
that are believed to constitute the basis of cognitive
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process [Sporns and Zwi, 2004]. Recent studies also dem-
onstrate a positive correlation between the global efficiency
of brain networks and intellectual performance, indicating
a more efficient parallel information transfer in the human
brain {Li et al,, 2009; van den Heuvel et al., 2009]. Thus,
the period from young to middle age may reflect a matu-
ration process in the structural brain network. This finding
was also in accordance with that the age-related cognitive
changes involved in the age-related loss of gray matter
volume [Hedden and Gabrieli, 2004; Resnick et al., 2003;
Tisserand et al., 2004]. Second, the structural brain net-
work may evolve into a more local organization from mid-
dle to old age. The local efficiency did not differ
significantly between the middle and old groups (Fig. 1A),
whereas the integrated local efficiency increased signifi-
cantly (Fig. 1C). Besides, the global efficiency and the inte-
grated global efficiency decreased significantly (Fig. 1B,D).
This phenomenon may indicate a degeneration process in
the structural brain network with normal aging. It has
been suggested the regular networks have a slow signal
propagation speed and synchronizability in comparison to
small-world networks [Strogatz, 2001]. The regular config-
uration that upsets the optimal balance of a small-world
network was related to many neurological and psychiatric
disorders described as dysconnectivity syndromes [Catani
and ffytche, 2005]. Many previous studies have reported
the regular configuration of brain networks in patients
with diseases such as schizophrenia or AD, derived from
fMRI, EEG or structural MRI data [Bassett et al., 2008; He
et al., 2008; Stam et al.,, 2007]. There seems to be conver-
gent evidence from methodologically disparate studies
that both AD and schizophrenia are associated with abnor-
mal topological organization of structural and functional
brain networks [Bullmore and Sporns, 2009]. Thus, our
results suggested that aging has high risk for dysconnec-
tivity syndromes. Third, the U-curve model defined in this
study indicated a quadratic curve-like tendency of struc-
tural brain networks with normal aging. Our recent study
demonstrated that gray matter volume declined with age
in healthy community-dwelling individuals, whereas the
white matter ratio (WMR) had an inverted-U curve trajec-
tory with age. WMR increased until around 50 years of
age and then decreased in each gender [Taki et al., in
press]. This increase in the WMR is thought to represent
maturational changes such as myelination, which may

continue until middle adulthood. There are other support-
ing evidences that both gray and white matter magnetiza-
tion transfer ratio (MTR) histograms follow quadratic
curves: in both cases, they increase up until middle adult-
hood and then decline significantly, as determined by a
study that assessed age-related MTR histogram measure-
ments in healthy subjects (54 healthy volunteers Aged 20—
86 years), [Ge et al., 2002a,b]. Brain maturation includes
both regressive cellular events (such as synaptic pruning)
and progressive cellular events (such as myelination),
which could result in the appearance of regional gray mat-
ter volume decline or cortical thinning on MR images
[Sowell et al., 2003, 2004]. It has been noted that brain
maturational change continues to about the fifth decade of
age [Sowell et al., 2003}, which may account for the matu-
ration of structural brain networks.

In addition to the above findings, we observed that the
young group showed higher local efficiency (Fig. 1A,C)
but lower global efficiency (Fig. 1B,D) as compared with
the old group. This finding was different from the results
of a previous study [Achard and Bullmore, 2007], in which
the young group (N = 15; mean age == 24.7 years) showed
higher values in the relative global efficiency and no sig-
nificant difference in the relative local efficiency compared
with the old group (N = 11; mean age = 66.5 years). The
discrepancies could be attributed to different network
modalities (structural vs. functional) and population size
(350 vs. 11/15).

Regional Nodal Characteristics and
Age-Related Changes

Node betweenness is an important metric that can be
used to determine the relative importance of a node with
a network and identify the pivotal nodes in the complex
network. As indicated by the higher values of node
betweenness, 16, 14, and 14 global hubs that are crucial to
efficient communication were identified in the young, mid-
dle, and old groups, respectively. These global hub regions
were mainly composed of recently evolved association and
primitive limbic/paralimbic regions. Association regions
have proven to contribute fo the integrity of multiple func-
tional systems, such as attention and memory systems
[Mesulam, 1998}, and tend to be hubs of the brain func-
tional network regardless of age [Achard and Bullmore,

Figure 4.

Modular organization of structural brain networks. Left: The
modular organization of young (A), middle (B), and old (C)
brain networks visualized by minimizing free energy using a
Kamada-Kawaki layout algorithm. The global hubs and non-hubs
are represented by the bigger and smaller circles, respectively.
The regions are represented by the module color. The intra-
module and intermodule connections are represented by the

light gray and black lines, respectively. Right: The regional node
roles in brain modules for young (D), middle (E), and old (F)
brain networks, with connector nodes located in a central ring
to highlight intermodule connections. The intramodule and inter-
module connections are shown in colored and black lines,
respectively.
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The ratio of intermodule connections.

2007]. Limbic/paralimbic regions have been shown to be
highly interconnected with the prefrontal regions and sub-
cortical regions, and are mainly involved in emotional
processing and the maintenance of a conscious state of
mind [Mesulam, 1998]. In this study, most global hubs
were frontal and parietal regions, especially in the young
(12 of 16) and middle (9 of 14) groups. Previous studies
have also demonstrated that identified global hubs were
mainly prefrontal and parietal regions, providing a poten-
tial explanation for their well-documented activation by
many cognitive functions [Bullmore and Sporns, 20091
Moreover, although the identified global hubs varied
among three age-specific groups, most of these regions
were found to show high regional efficiency or node
betweenness in the structural [Chen et al., 2008; Gong
et al.,, 2009b; He et al., 2007, 2008; Iturria-Medina et al,,
2008] and functional [Achard et al., 2006; He et al., 2009b]
human brain networks (Table III). It was noted that the
substantial discrepancies of identified global hubs between
this study and the previous studies could be due to the
different neuroimaging modalities, subjects’ characteristics
and computational methods.

We also found significant changes in node betweenness
with decreasing and increasing in both periods (see Fig.
2). This finding was consistent with a previous study
which indicates both negative and positive age effects on
the regional efficiency in cortical regions [Gong et al,
2009a]. The most of these identified regions were associa-
tion cortices (7 out of 9) in the period from young to mid-
dle age. From middle to old age, the regions were
association (7 out of 14) and paralimbic/subcortical (7 out
of 14) regions. These results supported the view that age-
related changes are mainly characteristic of association
cortex as opposed to primary cortex [Albert and Knoefel,
1994]. Our results were also similar to the result by a pre-
vious study that old age is associated with significantly

reduced nodal efficiency in several regions of the frontal
and temporal neocortex [Achard and Bullmore, 2007]. We
also tried to interpret this phenomenon by previous results
in the dynamic course of brain maturation. A previous
study indicates that relative regional differences in cortical
GM volume with age occur in the frontal, parietal and
temporal lobes [Smith et al, 2007]. Importantly, the dis-
crepancies in node betweenness between middle and old
groups were more notable than those between young and
middle groups (see Fig. 2). Thus, our results suggested
that the organization of structural brain networks changed
slightly from young to middle age, whereas it altered
greatly from middle to old age.

Modularity and Age-Related Changes

Our results indicated the existence of modular organiza-
tion in the structural brain networks in three age-specific
groups. The organization consisted of modules of tightly
connected brain regions. Each module in a network has
intramodule connections that are denser than its intermod-
ule connections. High local clustering represents a general
organizational principle throughout many larger-scale
brain networks and may contribute to the balance between
brain functional segregation and integration while conserv-
ing connection length, efficient recurrent processing within
modules, and efficient information exchange between
modules [Bassett and Bullmore, 2006; Chen et al.,, 2008;
Latora and Marchiori, 2001; Sporns et al., 2000]. Thus, this
finding of modular organization in structural brain net-
works was consistent with the pre-stated results of eco-
nomical small-world attributes, indicated by higher local
and global efficiency than comparable random and regular
networks, respectively. Moreover, we noted that the struc-
tural brain networks were organized with topological
modules that closely overlap known functional domains
such as auditory and language (Module I in young and
middle), memory and emotion processing (Module II in
young and middle), visual and “default” network (Module
HI in young and middle), motor and somatosensory (Mod-
ule IV in young, middle, and old), cognitive processing
and learning (Module V in young), and decision-making
(Module V in middle). The modules in the old group were
quite different from those in the young and middle
groups. Specially, Module I was primarily associated with
memory, as well as auditory and language functions;
Module Il was mainly involved in the visual system; Mod-
ule III was involved with emotion formation and process-
ing; Module V was similar to Modules II and V in the
middle group, which were mainly associated with mem-
ory, emotion, and cognitive processing. These results were
also in accordance with several recent studies on the mod-
ular organization of human brain that utilized structural
and functional network analyses [Chen et al., 2008; Hag-
mann et al., 2008; He et al., 2009b]. For the full discussion,
see Supporting Information Text S1.
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We also found no significant difference with regard to
the modularity of the global brain networks among three
age-specific groups [see Supporting Information Fig. S1].
This finding was consistent with that of a previous study,
in which no significant difference was found between the
young and old groups with regard to modularity, imply-
ing that modular organization is conserved over the adult
age range considered [Meunier et al., 2009a]. Nonetheless,
there were notable discrepancies in the composition and
topological roles of modules among brain networks in this
study. First, comparing the composition of the modules
among three age groups, we found that the modular orga-
nization of the young and middle groups were very simi-
lar but quite different from that of the old group (Figs. 3
and 4). A new module (Module VI) in the old group repre-
sented the separation of all subcortical regions from the
areas known as Modules I and V in the young group. The
constitution of the modules in the middle group resembled
that in the young group (see Fig. 4). However, the regions
in the old group were assembled more densely, leading to
the overnumbered regions in modules (see Fig. 4). This
finding may indicate that the modular organization of
structural brain networks changes greatly until old age.
Second, the number of comnectors in the old group
was also less than that in the young and middle groups
(Table 1V). The connectors were crucial for the global coor-
dination of information flow in the brain networks and
were of great importance for maintaining network
integrity [He et al., 2009b; Sporns et al., 2007]. Moreover,
the modules in the old group seemed to be more locally
organized, resulting in fewer intermodule connections as
compared with the numbers in the young and middle
group (see Fig. 5). The intermodule connections facilitate
communication between different modules and contribute
to the network bridges that serve as pivotal connections
for the information flow of the whole brain network [Chen
et al., 2008; He et al., 2009b]. This finding was in accord-
ance with a previous study on age-related changes in
modular organization of human brain functional networks,
in which the number of intermodule connections to frontal
modular regions was significantly reduced in an old group
[Meunier et al., 2009a]. As a result, three connector-mod-
ules were identified in both the young and middle groups,
whereas no connector-module was found in the old group
(Table 1V). The connector-module may play a critical role
in coordinating activity across the brain network as a
whole and in mediating interactions between modules
[Meunier et al., 2009a]. Combined with the findings in the
small-world properties and node betweenness, these
results may reveal that the structural brain network
changed slightly, shifting into a more distributed organiza-
tion during the transition from young to middle age, and
then organizing into a localized organization with great
alteration in old age. Our findings were also in agreement
with a recent study on functional brain networks, which
indicated the organization of multiple functional networks
shifts from a local anatomical emphasis in children to a

more “distributed” organization in young adults over de-
velopment [Fair et al., 2009].

METHODOLOGY

The human brain structural network was first con-
structed by using cortical thickness measurements [He
et al., 2007], because of strong correlations between regions
that are axonally connected [Lerch et al., 2006]. We used
the measurement of RGMV to construct structural brain
netwarks, as applied first by a previous study on the hier-
archical organization of human cortical networks [Bassett
et al.,, 2008]. Although there is still no direct proof that cor-
relations of gray matter volume across subjects are indica-
tive of axonal connectivity via white matter tracts, strong
correlations between brain regions known to be anatomi-
cally connected have been observed in previous optimized
voxel-based morphometry studies [Mechelli et al., 2005;
Pezawas et al,, 2005]. Thus, the RGMV as the measure-
ment of structural connectivity is currently considered as
exploratory and should be investigated further in future
studies. Salvador et al. showed that regional volume had a
positive correlation which its mutual information that
measured the functional connectivity between the region
and the rest brain regions [Salvador et al.,, 2008). A previ-

ous study also indicates that network properties (e.g.,

small-worldness and degree distribution) change with the
alterations of topological organization introduced by the
different parcellation schemes [Wang et al., 2009a]. Thus,
the comparison of network parameters across studies must
be made with reference to the spatial scale of the parcella-
tion schemes [Zalesky et al., 2010]. While this study was a
cross-sectional study, a longitudinal analysis would also
be useful to investigate the change in structural brain net-
works with normal aging. Because all subjects in this
study were more than 20 years old, young and adolescent
subjects are expected to be included in future studies of
brain network development. It is also important to investi-
gate the topological properties and modular organization
of human brain networks with normal aging, in combina-
tion with functional and structural studies.

CONCLUSION

In this study, we quantitatively analyzed the changes in
small-world properties and modularity of structural brain
networks with normal aging, using the structural MRL
Our results indicated that normal aging had a notable
effect on the topological organization of structural brain
networks. These findings were compatible with previous
studies on the small-world and modular organization of
brain functional and structural networks, thus enhancing
our understanding of the underlying physiology of normal
aging in the human brain.
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Abstract—Stent placement has received a great deal of
attention as a minimally invasive procedure for treating, for
example, vascular stenotic lesions associated with coronary
atherosclerosis. However, the long-term placement of stents
can lead to the severe problem of in-stent restenosis in blood
vessels. In-stent restenosis results from neointimal thickening
from the hyperplasia of smooth muscle cells, caused by the
stimulus of the force of the stent on the vascular wall. In the
present study, a method to design a bare metal stent suitable
for diverse clinical manifestation is proposed for lowering the
risk of in-stent restenosis. The proposed method consists of a
design method and a modification method. In the design
method, a stent with mechanical properties sufficient to
expand the stenotic part in a blood vessel is designed by
applying the mechanical properties of the host blood vessel.
The force on the vascular wall when inserting the designed
stent is concentrated at both ends of the stent, and the force
concentration provokes the hyperplasia of smooth muscle
cells. As a result, the risk of in-stent restenosis increases. The
modification method was introduced into the proposed
method to solve the problem of force concentration. After
modification, the force concentration at the stent ends was
markedly relaxed. This new-generation stent has a nonuni-
form shape along its axial direction. Thus, the proposed
method will enable us to provide a suitable stent with a lower
risk of in-stent restenosis.

Keywords—Self-expanding stent, Shape design, In-stent
restenosis, Mechanical property, Mechanical stimulus,
Clinical manifestation, New-generation stent.
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INTRODUCTION

Stent placement has received a great deal of atten-
tion as a minimally invasive procedure for treating, for
example, vascular stenotic lesions associated with
coronary atherosclerosis. Recently, in-stent restenosis
has become a severe problem in blood vessels with
long-term stent placement. In-stent restenosis results
from neointimal thickening in the blood vessel from
the hyperplasia of smooth muscle cells caused by the
mechanical stimulus of the stent to the vascular wall.
The drug-eluting stent (DES) containing immunosup-
pressive agents is already in clinical use to resolve this
problem.'? Compared to a bare metal stent (BMS), the
DES is considered to be more effective in preventing
the development of restenosis. However, the DES does
not help to improve the life prognosis or to prevent
myocardial infarction.”>'% It has also been reported
that the DES, not the BMS, might cause deterioration
in the life prognosis.!> Depletion of the immunosup-
pressive agents is a concern for longer use. Further-
more, when using a DES, serious side effects due to
these drugs must be considered. Although many
reports state that the use of a DES prevents in-stent
restenosis, few studies have investigated the prevention
of in-stent restenosis by designing and modifying the
BMS itself. The focus of most of these studies has been
to improve or optimize the BMS.

The stent must have a radial stiffness sufficient to
expand the stenotic part outward in the blood vessel.
Simultaneously, it must be sufficiently flexible to
conform to the vascular wall. Neither the symptom
nor the blood vessel shape is always the same for
every patient. Therefore, it is more important to design
stents suitable for each unique symptom and vessel
shape. Colombo e al.* made evaluations of stent

1869-408X/11/1200-0361/0 © 2011 Biomedical Engineering Society
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deliverability, scaffolding, accurate positioning, and so
on, for an average lesion of the coronary artery. They
proposed a guideline for use in determining a suitable
stent. This guideline was based on clinical trials, and
therefore, it was governed by the doctor’s judgment.
In addition, sometimes the best-suited stent cannot be
used because a stent must be chosen from only from
those that are commercially available.

In this paper, a method is proposed for designing a
stent that has good mechanical properties to suit
diverse clinical manifestation. Figure 1 shows the flow
of the design process for such a stent. The first step is
to determine the radial stiffness of the stent necessary
for expanding the stenotic part in the blood vessel
based on the patient’s symptom information. Next,
based on the determined radial stiffness and the

Start

H Patient symptom information /

Mechanical properties
and their sensitivities
with respect to

design variables

— v —— —

Determination of
radial stiffness necessary
to expand the stenotic part

Proposal of several stents
with acceptable radial stiffness

{

Determination of
suitable design variables
based on flexural rigidity

— -

/ Suitable stent shape /

Modification of stent shape
to improve force distribution
on the vascular wall

v ; A

Evaluation of risk of in-stent restenosis
based on the mechanical stimulus

Y

/ Stent more suitable for /
patient symptom Modification method
of stent shape

FIGURE 1. Flow of the stent design suitable for diverse
clinical manifestation. The design consists of two steps. In the
first stages, a stent to expand the stenotic part of a blood
vessel is designed. In the second stage, the designed stent is
modified to better suit the patient symptom information.
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sensitivities of the mechanical properties of the stent
defined in our previous paper,23 the design variables of
a suitable stent are established. In the second stage of
the design, which applies the modification method, the
force on the vascular wall by insertion of the designed
stent is evaluated by using the methods proposed by
the authors.?® This force is associated with the risk of
in-stent restenosis. Next, based on the evaluation
results, the designed stent is modified to be more suit-
able for that patient’s symptom. After modification, the
force on the vascular wall is evaluated again. The effect
of shape modification is confirmed by comparing the
forces on the vascular wall before and after the modi-
fications. Finally, the modified stent shape is judged as
a better stent shape. The details of this proposed design
method are described in the following sections.

PREPARATION FOR A SUITABLE DESIGN

Mechanical Properties of the Target Stent

In the present study, we used the self-expanding
SENDALI stent,"* which is available for clinical use.
Figures 2a and 2b show a photograph of the SENDAI
stent and the two-dimensional shape, respectively.

(a)

Bridge wire

FIGURE 2. Self-expanding SENDAI stent used as the target
stent: (a) photograph of the SENDAI stent 6 mm in diameter
and (b) two-dimensional shape of the SENDAI stent.
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FIGURE 3. Sensitivities of the mechanical properties of the SENDAI stent 6 mm diameter to the design variables: (a) radial

stiffness, (b) flexural rigidity, and (c) shear rigidity.

The wire section is constructed from 12 S-shaped wires.
The strut section of the stent connects the wire sections
through three bridge wires. The stent is made of a NiTi
shape memory alloy.

We must know the relationship between the
mechanical properties of a stent and the design vari-
ables in order to design a stent with specific properties.
The mechanical properties of the SENDALI stent, such
as radial stiffness, flexural rigidity, and shear rigidity,
were evaluated, and their sensitivities to the design
variables were also defined, as shown in Fig. 3.7*** The
wire length along the axial direction and the wire width
were selected as design variables. Isolines on the maps
of mechanical properties are very important for pro-
posing designs. The isoline is plotted onto the maps
based on the required mechanical property, and design
variables of the proposed design are determined from
the isoline. In addition, we assumed the mechanical
properties of the stent material as illustrated in Fig. 4:
Young’s modulus of 28 GPa, and Poisson’s ratio of 0.3.

Mechanical Properties of the Artery Model

When considering expanding the stenotic part in the
blood vessel, as presented in Fig. 5, it is important to

Ni-Ti Shape memory alloy
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FIGURE 4. Assumed stress-strain relationship for the stent
material.

know the vascular mechanical properties. Arteries in a
living body are always under internal pressure.
Simultaneously, they are stressed by the strain pro-
duced along their axial direction by several tens of
percent. In this sense, the vessel can be regarded as a
thick cylinder in a multiaxial stress state. Therefore, a
multiaxial stress test must be performed to measure the
mechanical properties of blood vessels. However, this
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Artery; E,,

Plague; E,

L
FIGURE 5. Dimensions of a blood vessel with stenosis.

is extremely difficult since there are many different
types of blood vessels. In this study, the pressure strain
elastic modulus proposed by Peterson er al.'® was used
because it is easy to manipulate. The pressure strain
elastic modulus E, , of a blood vessel can be expressed
by the following equation

Ap

Ep; = ADy/D, (1)

where D, is the outer diameter of the blood vessel, and
AD, and Ap are the increase in the blood vessel
diameter and the increase in the internal pressure,
respectively. The pressure strain elastic modulus has
been widely used in clinical studies (for example'®), and
many reports are available.

Another parameter that is often available for clini-
cal use is the stiffness parameter f, which is used to
express the apparent stiffness of the vascular wall.®
This stiffness parameter is related to the pressure strain
elastic modulus, and so they can be readily converted
from one to the other, according to the equations

P_g(L_
lnps = (Do 1) (2)
ps;Ap <ﬁ_) (p = ps + Ap, D = Do + AD,)
S
D2
—1 +/3AD0 (ﬁﬁﬁ) g (3)
D,
~ ] +[J’—50—
ﬂzw
. @
=

where p is the arbitrary standard internal pressure; pq
is set as 13.33 kPa (100 mmHg), which is within the
normal physiological blood pressure range.
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DESIGN METHOD OF A STENT HAVING
SUITABLE MECHANICAL PROPERTIES
TO EXPAND A STENOTIC ARTERY

Determination of the Radial Stiffness Necessary
to Expand the Stenotic Part in an Artery

In addition to the pressure strain elastic modulus
E,, of the blood vessel, the parameters required to
determine the radial stiffness of the stent necessary to
expand the stenotic part in a blood vessel are the outer
and inner diameters, D, and D,, of the blood vessel in
the normal state; the minimum diameter D; in the
stenotic part, the length of the stenotic part L;, and the
pressure strain elastic modulus of the plaque E, ,. Also
required is the internal diameter after the treatment is
carried out, D, which is a target indicator of the
amount by which to improve the blood flow level at
that location. Given all the values listed above, the
calculations for the necessary radial stiffness are made
as follows.

Since an increase in the diameter of a blood vessel
corresponds to a circumferential strain on a cylinder, a
blood vessel with stenosis can be modeled by simply
using springs connected in parallel, as shown in Fig. 6.
Thus, the internal pressure in blood vessel p*, which
is necessary to expand the stenotic part, can be
obtained by

Dy — Dy Dy~ Dy

P =(Epn+ Epp) D = Epu D . (5)
O o]

When measuring the pressure strain elastic modulus of
the plaque E, , is difficult, it is possible to replace the
sum of the elastic moduli, £,, + E, ,, by the pressure

(@)
Artery expanded by stent

wzg,«z::'w: F
=
A A

Mﬁ\

Expanding stent
(b)
= N
Artery  Plaque i @'
Epy E,p D=Dy

FIGURE 6. Simplified modeling of the expansion of the ste-
notic part in an artery by inserting a stent.
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strain elastic modulus of the diseased blood vessel
E, ., which can be easily measured.

As a matter of fact, the diameter of the stent
inserted into the stenotic part is greater than the target
vascular diameter after treatment. Consequently, from
the stent diameter ds and the target vascular diameter
D, obtained after treatment, the radius reduction Ar in
the stent after insertion can be calculated by the fol-
lowing equation:

ds — Dy
Ar = 5 (6)

The radial stiffness K, of the stent is defined as the
ratio of the pressure p exerted on the outer surface of
the stent in the radial direction to the radius reduction
Ar of the stent, as follows>™:

=7
p Ar’ (7)
By substituting Egs. (5) and (6) into Eq. (7), the radial
stiffness .K; necessary to expand the stenotic part is
obtained as follows:

D( - D[
Da(ds - Dt)

Dy — Dy
Do(ds - Dt) .
®)

The obtained K; is the minimum stiffness required to
expand the stenotic part in the blood vessel. Therefore,

K, =2(Epy + Ep)p) =2Ep

when designing a stent, the chosen stiffness should be
greater than this K; value.

Now consider the case where a stent with a diameter
of 6 mm is inserted into a coronary artery. The
symptoms shown in Table | are examples based on
references.>'? Based on this data, the radial stiffness
K; necessary to expand the stenotic part in the
blood vessel is calculated by Eq. (8) to be K=
366.7 MPa/m.

The required radial stiffuess K; is plotted as a bro-
ken line on the radial stiffness map shown in Fig. 7.
From this line, it is possible to determine the design
variables for a stent with sufficient radial stiffness to
expand the stenotic part of the blood vessel. Based on
these, the designer can proceed to work with some
design propositions.

Range of Selectable Flexural Rigidity
and the Dilemma of Selecting the Design

After inserting an originally straight stent into a
curved blood vessel and leaving it there, the stent
generally conforms to the blood vessel shape. Never-
theless, because the flexural rigidity of the stent is
greater than that of the blood vessel, the blood vessel
tends to become straighter. This phenomenon of
straightening of the blood vessel was previously
described in detail, and a method to calculate the force

TABLE 1. Assumed patient symptom information.

Coronary artery Parameters
Outer diameter, D, (mm) 4.90
Inner diameter, D; (mm) 4.06
Least diameter of lesion, 0, (mm) 25
Length of lesion, L; (mm) 10
Total flexion angle (°) 90
(Flexion angle (%)) (45)
Rate of stenosis by ECST method (%) 38.4
Pressure strain elastic modulus of artery, £, (MPa) 0.602
Pressure strain elastic modulus of diseased artery, £, ./ (MPa) 0.628
Inner diameter after treatment, D, (mm) 4.56

Ly

Normal artery: Ep v

Diseased artery: Ep vi

Schematic view of assumed symptom
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resulting in the straightening of the blood vessel was
proposed by the authors.?* It is apparent that this force
depends on the flexural rigidity of the stent, and that
greater flexural rigidity results in a larger force. A force
too large can damage the vascular wall. Consequently,
it is important to choose the most appropriate flexural
rigidity of the stent.

By plotting the proposed designs obtained from the
required radial stiffness K; on a flexural rigidity map,
the broken line shown in Fig. 8a is obtained. For one
radial stiffness value, multiple flexural rigidity values
can be selected as long as they are within the range
given in the figure.

When evaluating a possible risk of restenosis or
blood vessel damage, the circumferential stress gen-
erated in the vascular wall is generally used. The

Proposed designs
(Radial stiffness Kp* necessary to expand stenotic part)

g 25 N 450
£ !
= 400
ey
) 350
8
® 300
2 2 250
" i L x
—— ;

1
0.14 0.16 0.18 200

Wire width f,, mm

150

FIGURE 7. Proposed designs having the radial stiffness
necessary to expand the stenotic part of a blood vessel. By
assuming that a stent is inserted into a coronary artery, a
value of 0.602 MPa was used for the pressure strain elastic
modulus E,, of the normal part of the coronary artery, and a
value of 0.628 MPa for the pressure strain elastic modulus
E, . of the diseased artery. For the coronary artery model,
D, = 4.90 mm, D; = 4.06 mm, and D, = 2.5 mm were assumed.
The corresponding part of the map is magnified and
displayed.

Proposed designs given by
(@) necessary radial stiffness K,,"

E
é 2.5 >
-3 &3
£
I =
E 2 =
= g
T 4 ¥ Y ¥ 1 =
0.14 0.16 0.8 [ &

Wire width t, mm

circumferential stress ogy in the vascular wall can be
defined using Laplace’s law, as follows:

piDi
DQ - Di

where p; is the internal pressure in the blood vessel.
Bedoya ef al.? suggested three critical stresses based on
the circumferential stress. However, none of the limiting
values for the circumferential stress, which might pre-
vent damage on the vascular wall or neointimal thick-
ening, are yet quantitatively available. Therefore, the
flexural rigidity should be made smaller to decrease the
force acting on the vascular wall. In other words,
the designer should select the smallest flexural rigidity
from the range of selectable values shown in Fig. 8a.

Figure 8b shows the stent shape designed in con-
sideration of the rules described above. The designed
stent is referred to as SDCO and has a wire length /;, of
2.01 mm, and a wire width 7., of 0.16 mm. In addition,
the length of the designed stent is determined so that it
occupies the blood vessel from the stenotic part to the
normal part at each end in consideration of actual
clinical use. The length of the SDCO is 22.0 mm
(the stent consists of 8 wire sections and 7 strut sec-
tions). The flexural rigidity of the SDCO is Ky =
25.1 x 107% Nm?. Similarly, the shear rigidity of the
SDCO, based on the map of the rigidity, is K] =
1.33 N.

o =

©)

Evaluation of the Risk of In-stent Restenosis
Based on the Mechanical Stimulus

Figure 9 shows the distributions of the contact force
and the straightening force when the SDCO is inserted
into the coronary artery. These distributions were
calculated by the previously proposed method.*

First, let us focus attention on the force on the
vascular wall. Although the contact force is large at the
stenotic part, the generation of this large force
is unavoidable for expansion of the stenotic part.

SDCO; K" = 366.7 MPa/m
(B wire sections, 7 strut sections)

FIGURE 8. Selection of the proposed design from the viewpoint of flexural rigidity. (a) The selectable range of flexural rigidities is
indicated by the broken line, The corresponding part of the map is magnified and displayed as in Fig. 6. (b) A stent 6 mm in
diameter is designed to suit the assumed symptom of the coronary artery.
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FIGURE 9. Computational results of forces which are
exeried on the coronary artery wall by insertion of the SDCO.
{a) The distribution of the contact force between the SDCO
and the coronary artery (upside), and the radius of the coro-
nary artery after stenting (downside). The dot-dashed line
indicates the initial shape of the artery wall with the assumed
symptom. (b) The distribution of the straightening force on
the coronary artery wall by insertion of the SDCO. The rihght
side of the distribution is displayed from a consideration of
the geometrical symmetry.

The contact force is also concentrated at both ends of
the stent. The straightening force on the vascular wall
is concentrated at the end of the stenotic part in
addition to both ends of the stent.

It has been reported that the hyperplasia of smooth
muscle cells and the neointimal proliferation occur at
the stented part of an artery.>® It is assumed that the
hyperplasia and proliferation are caused by the
mechanical stimulus acting on the vascular wall due to
insertion of the stent. Schweiger ef al."” reported that
in-stent restenosis occurred primarily at both ends of
the stent during the period 1-3 months after stenting.
In the study of Lal et al.,'! the majority of patients in
the target patient population showed in-stent resteno-
sis at the stent ends. Yazdani and Berry®* cultured a
stented native porcine carotid artery under physiologic

pulsatile flow and pressure conditions for a week. They
confirmed that the proliferation of smooth muscle cells
occurred significantly at both ends of the stent. By
summarizing these reports and evaluation results of the
forces on the vascular wall, it is concluded that the
force concentration provokes neointimal thickening
due to the hyperplasia of smooth muscle cells, i.e.,
n-stent restenosis.

Next, the expansion of the vascular wall is exam-
ined. The normal part of the artery is expanded to
become much larger than the target diameter. This
excessive expansion causes expansion of the entire
stented part. As a result, stagnation and vortices of
blood flow are induced, further increasing the potential
for stent thrombosis.

The designed stent has mechanical properties suffi-
cient to expand the stenotic part of the artery, but is
not suitable for the normal part of the artery. Thus, it
requires modification.

EFFECTIVE METHOD TO MODIFY THE STENT
SHAPE IN CONSIDERATION OF THE RISK
OF IN-STENT RESTENOSIS

Design Objective for the Shape Modification

In the previous section, it was shown that although
a stent suitable for the assumed symptoms could be
designed using the proposed design method, further
modifications were still required. Two kinds of design
objectives are set up for shape modification.

Objective for the Mechanical Stimulus

As shown in Fig. 9, the contact force on the normal
part of the artery is concentrated at both ends of the
stent. This force concentration provokes neointimal
thickening from the hyperplasia of smooth muscle
cells. Therefore, the contact force must be reduced at
both ends of the stent. However, this force should be
larger than a certain limit so that stent functions on
the lesion.

Objective for the Blood Flow

As stated above, the normal part of the artery is
expanded to become much larger than the target
diameter. This expansion state of the artery causes
stagnation and vortices of blood flow. As a result, stent
thrombosis may be induced. Srinivas er al.'® focused
on the blood flow to optimize a coronary stent shape.
They changed the strut shape and the spacing between
the struts, and evaluated the vorticity, recirculation,
and reattachment of the blood flow. As is shown in this
study, it is very important to reduce stagnation and
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vortex creation to decrease the risk of stent thrombo-
sis. Therefore, the vascular wall should be expanded
flatly by the insertion of the stent. The flat expansion of
the artery can prevent the generation of stagnation and
vortices in the stented artery.

Modification Method of the Stent Shape
to Suit the Clinical Manifestation

The stent designed in the previous section has a
uniform radial stiffness K along its axial direction. The
radial stiffness K causes excessive expansion at the
normal part of the artery because K was calculated for
expansion of the stenotic part, Whlch is generally stiffer
than the normal part. The objective for the mechanical
stimulus can be attained by decreasing the radial stiff-
ness to a value corresponding to that of a normal
artery. At the same time, the objective for blood flow
must be attained. Therefore, the stent should have a
radial stiffness K, to expand the vascular wall at nor-
mal part only for the stent thickness ¢. This can achieve
the flat expansion of the artery. By changing the stent
radial stiffness at the normal part from K; to K;*, the
contact force can also decrease. In this study, it was
decided to adopt the radial stiffness K;* as a compro-
mise between the two design objectives.

The methods using the influence matrix described in
our previous paper™ are used for the shape modifica-
tion. Figure 10 shows the concept for modification of
the stent shape. The distributed contact force P; on the
stenotic part can be calculated based on the radial
stiffness K, as follows:

PT _ ﬂDlK;AI'II:, (10)

ncp
where D, is the inner diameter of the blood vessel after
treatment, Ar is the increase in the vascular radius of

Stenotic part

| !
Distributed contact force P;"

Blood Vessel f
4

§ ”'w # * § *

Stent Given by using
the design method

Unknown

FIGURE 10. Concept for modification of the stent shape. The
distributed contact force is obtained from the radial stiffness
of the stent on the stenotic part by using the design method.
The force that should be applied on the normal artery is cal-
culated by using the obtained distributed contact force on the
stenotic part.
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the target, [, is the wire length of the stent designed
based on the radial stiffness K;. Also, ncp represents
the number of calculation points on the wire section.
For simplicity, it was assumed that a uniform contact
force was exerted on the vascular wall.

As described in our previous paper * the radial
dlsplacement of the vascular wall {0V} = (" /).,
Y ) due to the unknown contact force {P} =

(P, P, ..., P,)" is given as follows:

[CO Py = {0}, (11)

where [C™] is the influence matrix of the blood vessel,
defined by the radial displacement of the vascular wall
due to the unit radial force. The calculated contact
force P; is substituted into Eq. (11), and the influence
matrix [C“)} is downsized to the matrix [wa)”m] of the
normal blood vessel.

{v) - ) ¥ . :
[Cnomml]{P } = {iix‘oxma } + [Citgnom}{]) } (12)

(el ] s the influence matrix of the stenotic
part, and {’normn} is the radial displacement of the
normal part of the blood vessel wall. Equation (12) is
solved for { P} to obtain the distributed force P;  that
can expand the normal part to the stent thickness .

Here, it is assumed that the wire length after mod-
ification is /. and the calculation points from k to  are
included in the modified wire section. The required
radial stiffness K;* is defined as follows:

DY Yy
& =pa (13)

The K value calculated by Eq. (13) is plotted on the
radial stzifness map. As a result, the wire w1dth Lo
after modification is determmed from the [, value
and the curve of K, on the map. Therefore, the
des;gned stent has to be modified to the shape of [
and 1, at the normal part of the blood vessel. Con-
sidering that an increase in the stent length is unde-
sirable, the designer should keep the wire length /7,
equal to [, after the modification. However, it is
possible that the wire width 7, after the modification
cannot be obtained because of the mismatch between
the assumed /, value and the curve of K,". In this
case, the designer can increase the wire length
I, perform the same procedures, and determine the
I7 and 1, values.

The requlred radial stiffness K;t at both ends of the
SDCO is 50.3 MPa/m. The radial stiffness K;') at the
normal part of the artery except for both stent ends is
also calculated as 155 2 MPa/m. From the dot-dashed
curves of A , and K 2 shown in Fig. 11a, it is deter-
mined th’tt ZM 1s 252 mm, £,y is 0.087 mm, 75 is
2.01 mm, and 17,5 is 0.094 mm. Figure 11b shows the
modified shape of the SDCO.
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Kp = 366.7 MPalm
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Modified SDCO
(8 wire sections, 7 strut sections)

The SDCO stent 6 mm in diameter is modified to suit the assumed symptom of the coronary artery. (a) Design

variables after modification are determined by using the map of the radial stiffness. {(b) The modified SDCO has a nonuniform

shape along its axial direction.

The flexural rigidity Kj; at both ends of the SDCO
is 5.75 x 1076 Nm?, and the shear rigidity K, is
0.20 N. At the normal part of the artery except for both
stent ends, the flexural rigidity K5 of the SDCO is
6.00 x 107% Nm?, and the shear rigidity K;5 is 0.42 N.

Confirmation of the Effect of the Shape Modification

Figure 12 shows a comparison of the force on the
vascular wall by insertion of the stent before and after
the modifications. After the modifications of the SDCO,
an approximately 80% reduction in the concentrated
contact force was attained (Fig. 12a). Furthermore. the
concentrated straightening force at the stent ends after
modification was reduced to approximately 35% of that
before modification of the SDCO (Fig. 12b).

On the other hand, it is recognized that straighten-
ing force increases at the stenotic-healthy tissue inter-
face (the axial location is S mm in Fig. 12b). The
concentration of straightening force also occurs at the
axial location of 8 mm. After modification of the stent
shape, the flexural and shear rigidities of the stent vary
with the axial location. The bending state of the stent
changes at the changing point of the rigidities, which
corresponds to the turn of the stent shape. Therefore,
straightening force increases due to changing of the
stent bending state based on rigidities changing.
Although the risk of the wvessel rupture slightly
increases at the stenotic-healthy tissue interface, it is
achieved that the straightening force is significantly
reduced at both ends of the stent, where the hyper-
plasia of smooth muscle cells is frequently reported.

The modified stent can expand the vascular wall in a
more flat manner. Therefore, modification of the
designed stent by using the proposed method can relax
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FIGURE 12. Confirmation of the effect of shape modifica~
tion: (a) the contact force between the SDCO and the coronary
artery (upside), and the radius of the coronary artery after
stenting (downside). The dot-dashed line indicates the initial
shape of the artery wall with the assumed symptom. (b) The
straightening force on the coronary artery wall by insertion of

the SDCO.
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the force concentration at both ends of the stent by
attaining flat expansion of the vascular wall.

EVALUATION AND DISCUSSION
OF THE VALIDITY OF THE
DESIGN METHOD

Based on the research of Yazdani and Berry®* and the
evaluation of the force on the vascular wall, it was
decided that the force concentration at the stent ends
influences the hyperplasia of smooth muscle cells. Gu
et al.” calculated the von Mises stress generated by
insertion of the stent. They also evaluated the relation-
ship between the stress in the coronary artery and the
rate of in-stent restenosis. Their evaluation results
showed that the rate of in-stent restenosis increases with
the increase of stress in the artery. Therefore, decreasing
the force on the vascular wall at both ends of the stent
prevents the hyperplasia of smooth muscle cells and
reduces the rate of in-stent restenosis. Using the design
method proposed in this paper, a suitable stent can be
designed. The design method has the ability to relax the
force concentration at the stent ends without losing the
ability to expand the stenotic part.

Schweiger ef al."” reported that in-stent restenosis
occurred mostly in the part distant from the stent end
or in the extended area of the stented part during the
period 3-12 months after stenting. The details of the
mechanical factors for this later occurrence of in-stent
restenosis are still unclear. Several studies found that
delayed neointimal proliferation comes into balance
with the continuous expansion of the self-expanding
stent.” Therefore, compared with early-stage neointi-
mal thickening at the stent ends, this delayed neointi-
mal proliferation is not as great a concern.

The problem when designing stents is whether the
symptom information can actually be obtained. The
shape and dimensions of the lesion can be measured by
using computed tomography (CT) angiography. It is
assumed that measuring the pressure strain elastic
modulus of the artery in a living body is the most dif-
ficult. However, the method proposed by the research
team at Tohoku University?>?! enabled us to measure
the elastic modulus of the artery in a living body.

Based on the evaluation and discussion presented
above, the validity of the proposed design method is
confirmed. Consequently, a stent with a low risk of in-
stent restenosis can be provided by designing and
modifying the shape of the BMS itself.

CONCLUSION

In this paper, a method was proposed for designing
a stent suitable for diverse clinical manifestation. The
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proposed method consists of both the design method
and the modification method. The design method
enables us to design a stent with mechanical properties
sufficient to expand the stenotic part of an artery.
Using the modification method, we can relax the force
concentration at the stent ends to avoid early-stage
neointimal thickening. The stent designed by using the
proposed method has nonuniform structures along its
axial direction. This designed stent shape is radically
new compared with the conventional stent shape that
is uniform along its axial direction. Thus, the stent
shape designed by using the method is considered to be
a new-generation type.
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