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Fig. 8. Relationship between the maximum values of the domi-
nant frequencies of the experimentally measured PA signals
and the effective attenuation coefficients of optical absorbers (blue,
triangle). The peak frequencies of power spectra calculated using
FT (red, square) and PPR calculated from temporal waveform
(green, triangle) are also plotted (error bar: standard deviation,
n=4).

The effective attenuation coefficients were deter-
mined using both the PPRs and the maximum value
of the dominant frequencies. The relationship be-
tween both parameters and the effective attenuation
coefficients obtained from the simulation was used to
quantify the optical attenuation coefficient obtained
experimentally from both parameters. Figure 9 com-
pares the effective attenuation coefficients quantified
using the CWT and spectrophotometer measurement.
The linearity of the curve indicates agreement
between two measurement methods. The mean
square error of the spectrophotometer measurements
was 2.0 cm™!, whereas the uncertainties of the mea-
surements calculated from the standard deviations of
the maximum values of the dominant frequencies
were less than 1.3 cm™!. The effective attenuation
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Fig. 9. Effective attenuation coefficients of the optical absorbers

“calculated from experimentally measured PA signals using CWT
(blue, diamond) and temporal waveform (green, triangle) as a func-
tion of measured by spectrophotometer. The ideal fit line is also
plotted (black, dotted) (error bar: standard deviation, n = 4).
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Fig. 10. (a) Maximum values of the dominant frequencies and
(b) amplitude of PA signals produced from optical absorbers with
effective attenuation coefficients of 22 and 80 cm™. The pulse
energy of the excitation pulse was 300, 600, and 1200 pd.

coefficients calculated from the PPRs are also shown
in Fig. 9. Because the relationship between the PPR
and the effective attenuation coefficient displayed in
Fig. 5 was constant for coefficients larger than
30 cm™!, we excluded these data points. The mean
square error of the coefficients calculated from the
PPRs was 3.7 cm™L.

The maximum values of the dominant frequencies
and the amplitudes of PA signals measured at vari-
ous excitation pulse energies are shown in Figs. 10(a)
and 10(b), respectively. Although the amplitude of
the PA signal was proportional to the excitation
pulse energy, the maximum value of the dominant
frequency was constant for various excitation
energies.

5. Discussion

This study shows that the maximum values of the
dominant frequencies of PA signals obtained by
CWT accurately represent the effective attenuation
coefficients of optical absorbers.

The experimental and simulation results of this
study suggest that the temporal resolution of the
CWT makes the quantification method more robust



than that using the FT. The peak frequencies of the
power spectra of the measured PA signals shown in
Fig. 8 deviate from a linear relationship with the
effective attenuation coefficients at the coefficients
of 13 and 17 cm™!. These deviations were caused
by the variation in the acoustic sensor sensitivity
at frequencies of less than 1 MHz. Since the FT
calculates the frequency spectra without time resolu-
tion, the negative part of the PA signals that has long
time duration dominates the frequency spectra.
Since the negative part of PA signals consists of
low frequency content, the peak frequency was
strongly affected by the variation in the acoustic sen-
sor sensitivity at frequencies of less than 1 MHz. In
using CWT, the maximum values of the dominant
frequencies will be less affected by the variation in
the acoustic sensor sensitivity at frequencies of less
than 1 MHz. This is because CWT divided the fre-
quency contents of the positive and negative parts
of the PA signals, and the frequency content of the
positive part was selectively extracted.

The simulation and experimental results of this
study also suggest that the CWT exhibits greater
robustness than the PPR to distortions of the wave-
forms due to the detector impulse response functions.
Another group proposed using the PPR calculated
from the temporal waveform for quantification of
the optical absorption coefficient using a forward-
mode PA measurement system. In this study, we
adopted this method for the reflection mode PA
measurement system. In the reflection mode system,
the negative peak of the PA signal was strongly
affected by distortion due to the impulse response
of the acoustic sensor, because it overlapped the
residual oscillation of strong positive peak. Because
the intensity of the negative peak was dominated by
the residual oscillation of the positive peak, the PPR
became constant for an effective attenuation coeffi-
cient larger than 30 cm™! in the simulated result
shown in Fig. 5.

We quantified the effective attenuation coefficient
of a phantom made of diluted black ink by comparing
the maximum values of the dominant frequencies
calculated from the measured PA signal and from
simulated PA signals. As shown in Fig. 9, we were
able to calculate this value to within an error of
2.0 cm™!. The calculated accuracy of the blood oxygen
saturation depends on the difference in the effective
attenuation coefficient between oxygenated and
deoxygenated blood. This difference is known to be
wavelength dependent, with a peak at 756 nm; by
using excitation light at this wavelength, therefore,
the blood oxygen saturation can be calculated accu-
rately. At a wavelength of 756 nm, the effective
attenuation coefficients of blood with oxygen satura-
tion levels of 2.3% and 99.6% are 27.5 and 20.0 cm™!,
respectively, [3]. As the effective attenuation coeffi-
cient of the data set used to determine these values
varies at a rate of -0.077 cm™1/%, a 2.0 cm~! mean
square error in the effective attenuation coefficient
corresponds to a 24% error in the oxygen saturation.
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This error can be reduced by measuring the effective
attenuation coefficient at multiple excitation wave-
lengths.

Because the CWT-based method uses frequency
instead of amplitude to quantify the effective attenu-
ation coefficient of an optical absorber, its results are
expected to be independent of the optical fluence on
the surface of the absorber. The results shown in
Fig. 9 experimentally prove that the maximum value
of the PA signal is independent of the excitation
pulse energy; thus the parameter enables quantifica-
tion of the effective attenuation coefficient without
compensating for the optical fluence.

The challenges of the proposed method are the ef-
fects of the excitation beam profile and optical
absorber shape on the dominant frequency of the
PA signals. The dependence of the maximum value
of the dominant frequency on the beam profile and
the beam diameter on the optical absorber surface
is shown in Fig. 11. The impulse response of the
acoustic sensor was not incorporated into this simu-
lation. The maximum values of the dominant
frequency decrease as the beam diameter expands.
The dominant frequency of the PA signals depends
on both the leading and trailing edges of their tem-
poral waveforms of PA signals. These waveforms of
PA signals are determined by the spatial distribution
of the optical energy absorption within the sensitive
volume of an acoustic sensor. Because we used the
unfocused acoustic sensor with a large sensitive
volume, the spatial distribution of the optical energy
determined by both the diameter and shape of
the excitation beam directly affects the dominant
frequency.

If the sensitive volume of the acoustic sensor is
smaller than the spatial distribution of the optical
absorption, the temporal waveforms of the PA sig-
nals are less sensitive to the beam diameter. Thus,
focused acoustic sensors with a focused sensitive
volume can be used to reduce the effects of both
the profile and the diameter of the excitation beam.

° e
$
Mﬁéga

Dominant frequency (MHz)

0 5 10 15

Beam diameter on the phantom surface (mm)

Fig. 11. Maximum value of the dominant frequency of simulated
PA signals using ideal acoustic sensor as a function of the beam
diameter on the surface of the optical absorber.
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The use of focused acoustic sensors also reduces the
effect of the optical absorber shape. If the optical
absorber is sufficiently larger than the sensitive vol-
ume of the acoustic sensor, the surface of the optical
absorber can be treated as a flat surface [9,13].

In this study, the proposed method was tested
using the simplest model: a planar phantom placed
in nonscattering media. If optical scattering is
present, the proposed method suffers from two prob-
lems. One is the expansion of the spatial distribution
of excitation light due to optical scattering. Because
this problem is similar to the effect of the diameter
and profile of the excitation beam, it is possible to
reduce it by using a focused acoustic sensor. We
are currently fabricating a ring-shaped focused
acoustic sensor with a concave detection surface.
The other problem is the change of the optical pen-
etration depth due to the optical scattering. To
address this problem, it is necessary to calculate
the optical penetration depth considering the optical
scattering. In some cases, the effective attenuation
coefficient calculated using Eq. (1) would be effective.

6. Conclusions

In this paper, we proposed a CWT-based method for
quantifying the effective attenuation coefficients of
optical absorbers using PA signals. Because this
method uses the frequency instead of the amplitude
to characterize the attenuation coefficient, it is unaf-
fected by the fluence on the surface of the optical
absorber. The CWT was used to calculate the time-
resolved frequency spectra of PA signals, from which
the maximum values of the dominant frequencies
were calculated in turn. We demonstrated that the
maximum values of the dominant frequencies of
PA signals are linearly correlated with the effective
attenuation coefficients of optical absorbers and,
on the basis of this finding, the coefficients of the
optical absorbers can be calculated to with mean
square error of 2.0 cm™!, which is much smaller
than the errors obtained in calculating the quantified
PPR.

We demonstrated that the CWT has advantages
over the FT in terms of time resolution. The
improved time resolution of CWT enables the sepa-
ration of the PA signal from the residual oscillation
in the time domain. The challenges of the proposed
method are the effects of the excitation beam profile
and optical absorber shape; to reduce such geometri-
cal effects, we are fabricating a ring-shaped focused
acoustic sensor with a concave detection surface.
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Comparison of regularization methods for photoacoustic image
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Introduction

Photoacoustic (PA) imaging obtains the distribution of the light absorbers. The energy of the light
emitted by nano-second laser is absorbed by the light absorbers in tissues. And the energy is
converted into heat, which causes elastic wave due to the thermal expansion. The detected elastict
wave, PA signal namely, is used to reconstruct the PA image. The high resolution feature and the
principle exploiting the absorption of the light allow us to obtain precise microvasular images”.

By taking account of the excitation light propagation described by photon diffusion equation (PDE),
the optical properties and concentrations of the light absorbers in optically inhomogeneous medium
can be estimated by the PA image reconstruction. Laufer et al has proposed a model-based inversion
scheme reconstructing the chromophore concentration”. The image reconstructed by solving the
model-based inverse problem is always aggravated by noise and insufficient forward modeling due
to the ill-posed nature. There exist mismatches between the actual measurement conditions and the
forward model, which cause artifacts and low spatial resolution image.

In this paper, we compared regularization methods, i.e. truncated singular value decomposition
(TSVD)?, Tikhonov regularization and /; sparsity regularization4), for model-based PA image
reconstruction. The PA forward model was constructed by PA wave equation and PDE. The relation
between the PA signals and the light absorption coefficient of the light absorber was formulated by
finite element method (FEM). The effects of the regularization methods on the reconstructed images
were investigated.

Image reconstruction method

The propagation of the PA wave is described by PA wave equationl). According to the PA wave
equation, the intensity of the PA signal is linearly related to the source intensity. Therefore, we
obtain a linear equation, m = LX, where m is the vector consists of the PA signals detected in
multiple positions, and L is the system matrix relating m to the vector x of the source intensities at
positions in the discretized medium. x is proportional to the product of the absorption coefficients
1, and the fluence rates.

On the other hand, the propagation of the excitation light is described by PDE involving z, of the
medium®. The fluence rate is calculated by solving PDE. When we assume that the medium has the
background of the absorption coefficient /,zabg and the perturbation Az, due to the existence of the
strong light absorber such as tumor with angiogenesis, we obtain y, = 1.8+ Agt,. By linearizing the
relation of X to 14, the equation relating m to Az, is formulated as,

m - m" = LJ Au, 9]
where m®® is the contribution of 1,°¢ to m, and J is the differential coefficients. By solving the
equation for Ax, with given £,°¢ and m, 1, is reconstructed as the image. We prepared the matrices

by use of FEM. Eq.(1) was solved with TSVD and with the nonlinear optimization scheme with
minimizing 2-norm of x (Tikhonov regularization) and 1-norm of x (/; sparsity regularization).
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Conditions of numerical experiment

The medium was a square region with 50 mm on a side. The light source with near-infrared
wavelength was placed at (x, y) = (0 mm, 25 mm), and that 16 ultrasound detectors were placed
from x = -14 to 16 mm on y = 25 mm with an equal spacing of 2 mm. The background medium had
uniformly distributed with the scattering coefficient of 1.0 mm™ and 2, = 0.001 mm™'. The strong
light absorber with 1, =0.01 mm™ with 2 mm on a side was placed at (x, y) = (0 mm, 14 mm).
FEM was used with 10,201 nodes and 20,000 triangular elements to simulate PA signals. Gaussian
noise was added to the simulated m. The noise had the standard deviation of 1 % of the maximum
of the detected PA signals. The reconstruction was carried out on pixel basis. Single pixel had 2 mm
on a side.

Results and discussions

Figure 1 shows the reconstructed images with TSVD, Tikhonov and /; sparsity regularizations. The
strong absorber was reconstructed in the correct position by each regularization method. The area
and the value of 1, however, were quite different. By TSVD and Tikhonov regularization, the area
of the strong absorber was larger than true one, and the maximum value of the reconstructed 1, was
about 10 to 20 % of the true value. TSVD caused undulation in the reconstructed image. Tikhonov
regularization provided the smooth distribution of .

On the other hand, /; sparsity regularization reconstructed image with high spatial resolution. The
area of the strong absorber was correctly reconstructed. The value of the reconstructed 4, was about
90 % of the true one. When prior information suggests that the true distribution of z, is sparse, /;
sparsity regularization reconstructs more reliable PA image than TSVD and Tikhonov regularization
does.
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Fig. 1. Reconstructed PA images with TSVD method (left), Tikhonov regularization (center), and /;
sparsity regularization (right).

Conclusion

The effects of the regularization methods for PA image reconstruction were compared. /; sparsity
regularization reconstructs sparse distribution of the absorption coefficient, while TSVD and
Tikhonov regularization obtain small changes in the absorption coefficient in broad area.
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