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Figure 1 Workflow of the MR identification procedure.

gene relationships emerged iteratively for different peri-
ods in GK and WKY rats.

Among the TF-gene relationships selected above, the
TFs were narrowed down in two ways. First, the TF-
gene relationships were selected by the specificity, which
means that the TFs emerge only in GK, but not in
WKY. As a result, we found a total of 21 TFs, as shown
in Table 1. Second, the TF-gene relationships were
selected by the coverage, which means how many genes
the TFs regulate, among the genes in the expression sig-
nature. The TFs thus selected were sorted according to
the coverage, and then the MR candidates were further
selected by a statistical test (see the Methods) for each
period in GK and WKY listed in Table 2. As seen in the
table, most of the TFs emerged in both GK and WKXY,
in terms of the coverage selection. We finally found 3
TFs (EGR1, NRF1, and TCFAP2A) among the genes by
the initial selection in Table 2.

MR candidates inferred by the modified path consistency
algorithm

We first inferred six networks of all genes on the micro-
array for each of the three periods in GK and WKY rats,

by the modified path consistency algorithm [10,11], and
then the TF-gene relationships were extracted from
each network. After the extraction, only the relation-
ships that included the genes with a significant differ-
ence between GK and WKY rats were further selected
for the 6 sets of relationships.

Using the same procedure as that described in the
preceding subsection, the TFs were narrowed down.
First, we chose the relationships in terms of the gene-
emergence specificity. As a result, 108 TFs were identi-
fied as the MR candidates in Table 3. The number of
candidates seems to be large, even in comparison with
the candidate number, 27 TFs, in the previous case of
the brain tumor [3]. While one network was considered
to identify the candidates in the previous paper, three
networks for the three periods in GK rats were surveyed
to select the candidates in the present study. Thus, the
number of TFs extracted from one network, 36 TFs on
average, is similar to that in the previous study. Second,
the TF-gene relationships were selected by the coverage.
We chose the TF-gene relationships by a statistical test
(see the details in the Methods) for each period in GK
and WKY, as shown in Table 4. In contrast to the

Table 1 TFs identified by network screening in terms of specificity.

Ar, Bcl6, Brcal, Etv4, Fus, Gli1, Hes1, Hnflb, Hnrnpk, KIf10, KIf4, Lyl1, Mef2c, Nfia, Nr2f1, Nrl, Pax6, Sp2, Sp4, Tcfap2b, Wt1

All of the gene names are cited from the Rat Genome Database http://rgd.mcw.edu/ in all of the tables, the figures, and the text.
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Table 2 TFs identified by network screening in terms of coverage.

4w 8w_12w 16w_20w
GK WKY GK WKY GK WKY
TF No. of TF No. of TF No. of TF No. of TF No. of TF No. of
regulated regulated regulated regulated regulated regulated
genes genes genes genes genes genes
SP1 10 SP1 19 SP1 39 SP1 18 SP1 12 SP1 5
SP3 -8 SP3 1" HNF4A 6 SP3 3 FOXO03 3
TP53 4 TP53 M FOXO03 4
EGR1 6
NRF1 6
TCFAP2A 5

TFs found in both GK and WKY are indicated by bold letters.

coverage selection in network screening, only a few TFs
emerged in both GK and WKY. Indeed, among the 44
TFs in Table 4, only two TFs (Tbpll and Cbfb) emerged
in both GK and WKY. Finally, we found 42 TFs as MR
candidates.

MR selection by comparison of the TF sets detected by
the two methods

We obtained the final MR candidates by selecting the
overlapped TFs detected by the two methods in terms
of two criteria (Tables 1, 2, 3, 4), as shown in Table 5.
Indeed, 21 TFs detected by network screening in terms
of specificity overlapped with only 4 TFs (Etv4, Nr2fl,
Sp2, and Tcfap2b) and 2 TFs (Fus and Sp2) by the mod-
ified path consistency algorithm by two criteria, respec-
tively. In contrast, 3 TFs detected by network screening
in terms of coverage showed no overlapped TFs by the
path consistency algorithm by two criteria. This differ-
ence might reflect the restriction of the known TF-gene
relationships in network screening.

As a result, we merged the MR candidates identified
by the two methods, and 5 TFs were finally identified as
the candidates of MRs for diabetes progression in GK
rats. Note that Sp2 emerged in both the 4 TFs and 2
TFs. The 5 final MR candidates with their regulated
genes, in total 54 genes, are listed in Table 6.

Discussion

In this study, we have identified the candidates of mas-
ter regulators based on our previous study [5], by using
an improved method for their identification [8]. The
MR candidates were extracted from the active networks
of many genes characterized by biological pathways, as

the feasible gene candidates for experimental verifica-
tion. From the methodological aspect, the method was
improved by considering the coverage of TFs in a statis-
tical manner, in addition to the specificity that was con-
sidered in the previous method. Although the
experiments are beyond the scope of the present study,
we consider experimental verification studies of the pre-
sent candidates as our future research topic. Our study
clearly illustrated a rational way to narrow down the
genes of MR candidates, and is fundamentally different
from metaphysical presentations, such as biological
pathways or large network forms.

Our study intended to identify the MR candidates,
which are those genes with large impacts on phenotype
changes, in a biological sense [3]. Here, we logically
identified MR candidates by the specificity of the TF
appearance and the coverage of the regulated genes to
the gene expression signature in the networks of GK
and WKY rats. Apart from a biological sense, we further
investigated the meaning of “master” from the viewpoint
of the network structure. To do this, we revealed the
hierarchical structures of the 8w-12w and 16w-20w net-
works by network screening, using a vertex sort algo-
rithm [12], and allocated the present 5 TFs into the
hierarchical structures (Figure 2A). As seen in the fig-
ures, all 5 TFs were allocated into the highest level.
Indeed, Nr2fl in the 8w-12w network and Tcfap2b in
the 16w-20w network were definitely allocated into the
highest level of the hierarchical structures. In addition,
the remaining TFs were allocated into the levels includ-
ing the highest and middle levels, but not into the low-
est level. Furthermore, we investigated the hierarchical
structure by another method, the BFS-level algorithm

Table 3 TFs identified by network inference in terms of specificity.

Alx1, Arnt, Cebpg, Ddit3, DIx5, Dmrt2, Dnmt1, Dr1, Ebf1, EIfS, EIk3, Elk4, Erg, Etv4, Etvs, Fev, Fosl1, Foxel, Foxgl, Foxo3, Foxp4, Gabpb1l, Gfi1, Gtf2al,
Gtf2b, Gtf2e1, Gzf1, Hcfcl, Hey1, Hhex, Hoxb3, Hoxb7, lIf3, Irx2, Kenip4, KIf1, KIf15, KIf3, KIf5, KIf7, Ldb2, LOC680117, Mafk, Meis2, Mnat1, Msx1, Msx2,
Mybl2, Myc, Myocd, Myod1, Mzf1, Neurod2, Nfix, Nfx1, Nkx6-1, Notch1, Nr1h4, Nr2f1, Nrda1, Nr5a1, Pax8, Pbx2, Phox2a, Pitx1, Pitx3, Pou2f3, Pou3fl,
Ppard, Pparg, Ppargcla, Rbl1, RGD1566107, Rreb1, Runx1, Shh, Six5, Six6, Skp2, Sox10, Sox11, Sp1, Sp2, Spdef, Srebf1, Ss1811, Stat5a, Stat5b, Taf2,
Thx18, Tbx2, Tcf12, Tcfap2b, Tead, Tfdp2, Tfec, Tmf1, Tp53bp1, Twist1, Vdr, Zbtb5, Zfhx3, Zfp191, Zfp238, Zfp423, Zfp444, Zhx1, Zic)
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Table 4 TFs identified by network inference in terms of coverage.

4w 8w_12w 16w_20w
GK WKY GK WKY GK WKY
TF No. of TF No. of TF No. of TF No. of TF No. of TF No. of
regulated regulated regulated regulated regulated regulated
genes genes genes genes genes genes
Arntl 3 Max 10 Lhx5 24 Ywhae 18 Fus 10 Foxql 32
Lhx2 22 Otx2 10 Etvi 23 Pfdn5 13 Smad5 10 Hoxal 16
Sp2 18 Daxx 9 Ctnnb1 8 Atf1 1 Nfx1 9 Rbl2 16
Gabpa 13 Sim1 9 Rpa3 8 Cdks 1 Hsf1 8 Zic2 12
Xpa Tcf21 8 Zfp105 8 Hmgb2 11 TIx3 8 Rorc 8
Foxs1 3 Gatas 7 Foxo3 7 Sfpq 9 Tp53 8 Tcfap4 6
Tcfap2c 7 Hoxc5 6 Zfp281 9 Foxs1 7 Pttgt 5
Meis3 5 Litaf 6 Cdk7 8 LOC679869 7 Ncoa3 4
Rorc 5 Nr2f2 6 Ets2 8 Cbfb 6 Cenh 3
Snapc1 5 Foxo1 5 Hoxal 8 Ctcf 6 Hifla 3
Zic2 5 Msx1 5 Nfe2l2 8 Glis2 6 Junb 3
Meis1 4 Myocd 5 Nfil3 8 Irf7 6 Kenip1 3
Pou2af1 4 Pbx1 5 Six4 8 Nfkbib 6 Mtf1 3
Srf 4 Tbpl1 5 Cux2 7 Nr1i2 6 Zfp148 3
Stox2 4 Vdr 5 Mafg 7 Hdac1 5
Tcfep2l 4 Hitf 4 Nfkbia 7 RfxS 5
Gtf2h2 3 Htt 4 Pgr 7 Tle1 5
Zfx 3 LOC680117 4 Ppp1r13b 7 Xpa 5
Mbd1 4 Tbpl1 7
Parp1 4 Cbfb 6
Rreb1 4 Ezh2 6
Smarcc1 4 Hbp1l 6
Junb 6
Taf13 6
Tef 6

TFs found in both GK and WKY are indicated by bold letters.

[13]. As shown in Figure 2B, the positions of the MR
candidates are similar to those in Figure 2A. Indeed,
previous hierarchical analyses of the regulatory networks
by the BSF method in Escherichia coli and Saccharo-
myces cerevisiae suggested that the MRs were in the
middle of the hierarchy [13]. In general, the vertex sort
algorithm reports a linear ordering of nodes that con-
tains all feasible solutions, while the BSF-level algorithm
reports just a single solution, as shown in Figures 2A
and 2B. Subsequently, unlike the BFS-level algorithm,
the ordering in the vertex sort algorithm permits nodes
to span an entire interval of possible positions with any
feasible ordering. Despite this difference in the

Table 5 Summary of TFs identified by the two methods,
in terms of specificity and coverage.

path consistency algorithm

specificity (108)

specificity (21) 4 2
coverage (3) 0 0

coverage (42)

network screening

computational algorithms, the 5 TFs showed the com-
mon property as MRs. At any rate, although the verifi-
cation experiments remain to be performed for the
justification of the MRs in a biological sense, the 5 TFs
may be regarded as the plausible MR candidates from
the viewpoint of network structure.

A preliminary survey revealed that all 5 of the TFs
have no reported causal relationship to diabetes. The 5
TFs are sequence-specific DNA-binding proteins, and
they function as both transcriptional activators and
repressors of large numbers of genes that are closely
related to the cell cycle and tumorigenesis. Notably, the
relationships of ETS translocation variant 4 (Etv4) and
transcription factor AP-2 beta (Tcfap2b) to adipogenesis,
which is strongly related to diabetes, have been
reported, together with their association with the other
pathways [14,15]. Nuclear Receptor subfamily 2, group
F, member 1 (NR2F1) is a member of the steroid hor-
mone receptor family, and has been shown to interact
with estrogen receptor alpha (ESR1) [16]. There is a
gender difference in the incidence of type 2 diabetes,
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Table 6 Candidates of MRs and their regulated genes for diabetes progression in GK rat.

TF Regulated genes No. of genes
Etv4 Mcm10 Erbb2 Mmp7 Nid1 Plau Ptgs2 6
Fus Mcpt82 Mcpt9 Paics Ppat Ugtlal Ugtla2 12 54
Ugt1a3 Ugtlas Ugtlaé Ugtla7c Ugt1a8 Ugtia9
Nr2f1 Alox5 Cptib Cypl11b2 Tf Ugtia3 Ugtla5 6
Sp2 Capns1 Irs2 LOC685183 LOC685226 LOC685291 LOC685759 24
LOC688519 LOCE88603 LOC689083 LOC689312 LOC689338 LOC689690
LOC689999 LOC690179 LOC690328 LOC690379 LOC690577 LOC691712
LOCE91735 LOC691754 Papss2 Vom2r4s Vom2r46 Vom2r47
Tcfap2b Agp1 Egfr Krt14 Ptgds Sod?2 Tgm1 6

The genes in bold characters are included in known TF-gene relationships detected by network screening.

which is largely due to the role of the sex hormone
estrogen. The Sp family proteins, containing the con-
served DNA-binding domain, are localized primarily
within subnuclear foci associated with the nuclear
matrix. Recent unpublished data from our lab have
shown that another Sp family member, Sp1, has a major
impact on the insulin signaling pathway. The Sp2 tran-
scription factor interacts with E2F1, which mediates
both cell proliferation and p53-dependent/independent
apoptosis [17]. The recently discovered close relation-
ships between diabetes and tumors in terms of these
TFs are quite likely to play a crucial role in the control
of diabetes. RNA-binding protein (FUS) is able to bind
DNA, RNA and protein [18]. The interactions between
the FUS recognition sites and Tcfap2, GCF, and Spl

were identified recently. Thus, although direct evidence
was not found in the previous knowledge, the 5 TFs are
expected to be MR candidates, in consideration of the
circumstantial evidence of their relationships to diseases,
the hierarchical analysis of the 5 TFs, and the successful
discovery of new MRs in brain tumor, by the previous
version of the procedure. Actually, our current informa-
tion in terms of important diabetes-related genes
includes mostly functional proteins, located at the low-
est level of our hierarchical structure, while the MR is
deeply hidden and therefore must be revealed by sys-
tems biology methods. Thus, in addition to analyses of
their regulated genes, some experimental verification of
the MR candidates may be desirable to further examine
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Figure 2 Hierarchical structures of networks for 8w-12w and 16w-20w by two previous methods. The 5 TFs are indicated at the levels in
hierarchical structures obtained by the vertex-sort algorithm (A) [12] and those by the BFS method (B) [13], and the numbers of TFs in each
level are indicated in parentheses in (A), and by red circles in (B). In (B), the TFs and the regulated genes are indicated by diamonds and
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their plausibility as MR candidates for diabetes
progression.

Conclusions

In this work, using our new method, we identified the
MR candidates for diabetes progression, 5 TFs and their
regulated genes, in GK rats. This number of candidates
is very small, and thus the results can be used as a basis
for biological experiments for verification. Furthermore,
the recent availability of the next-gen sequencer may
provide another way to confirm the effectiveness of our
method, and to test its performance further with other
datasets. Indeed, RNA-seq and ChIP-seq are useful for
more accurate measurements of gene expression, and
yield detailed information about the regulated genes.
Thus, the combined use of the two approaches may
compensate for the pitfalls inherent in each method,
and will provide important clues about the transcrip-
tional networks that regulate transitions into physiologi-
cal or pathological cellular states.

Methods

Network screening

The candidates of the active regulatory networks were
detected by network screening [5-7]. Here, we briefly
summarize the network screening in the present study,
as follows.

First, the regulatory network sets were generated in
the same manner as in the previous study [5], as fol-
lows. The mouse binary relationships compiled in the
TRANSFAC database [19] were used. Based on the
correspondence between the mouse and rat gene ids,
3,015 binary relationships of 1,507 genes between 503
TFs and 1,123 regulated genes were achieved. Based
on those binary relationships, transcriptional networks
were constructed according to the functional gene sets
previously defined in the Molecular Signatures Data-
base (MSigDB) [20]. In each gene set, the regulated
genes in the binary relationships were searched, and if
at least one gene was found in the gene set, then the
corresponding binary relationships were regarded as a
regulatory network characterized by the gene set. In
present study, the reference network comprised 1,760
regulatory networks characterized by biological func-
tions that are composed of 1,195 genes. The numbers
of TFs and regulated genes were 335 and 860,
respectively.

Then, we calculated the graph consistency probability
(GCP) [6], which expressed the consistency of a given
network structure with the monitored expression data
of the constituent genes in this study. The consistency
of a directed acyclic graph (DAG), G(V;, E;), where V; is
avertex (i = 1,2, .., n,) and E; is an edge (j = 1, 2, ...,
n.) in the graph, and the joint density function f (X)),

Page 7 of 10

corresponding to V; for the graph G with the measured
data, is quantitatively expressed by the logarithm of the
likelihood based on the Gaussian graphical model (GN:
Gaussian Network), i.e.,

1(Go) = In T [ (Xitpa (X,1)

i=1

. i . 2 (1)
- _% >y {;}3 > (x,-k - Zﬂijxlq') +In(27a7) ]'

i=1 j=1 i p=1

where pa{X;} is the set of variables corresponding to
the parents of V; in the graph, x;; is the measured value
of X, at the k-th point, and #; is the number of variables
corresponding to the parents of V;. Since the likelihood
depends on the graph size, we designed a simple proce-
dure to transform the likelihood to the probability for
the expression of the graph consistency with the data
[6]. First, we generated N, networks under the condition
that the networks shared the same numbers of nodes
and edges as those of the given networks. Then we
defined GCP, as follows,
N
GCP = N (2)
where N; is the number of networks with larger log-
likelihoods than the log-likelihood of the tested network.
In the present study, N, was set to 2,000, and the GCP
significance of the given network was set at 0.05.

Path consistency algorithm
The path consistency (PC) algorithm [9] is an algorithm
to infer a causal graph composed of two parts: the
undirected graph inference by a partial correlation coef-
ficient and the following directed graph construction by
the orientation rule. The present method partially
exploits the first part of the PC algorithm for the infer-
ence of the network structures. A simple example of the
PC algorithm is illustrated in Figure 3.

We assume that five variables, X;, X5, X3, X4, X5, have
the following five relationships: i) X;][X5,

ll) X2H (Xlr X4)1

i) XsL1Xe] (X3, Xo),

iv) X JT (X5, X3)] X1, and

v) XsL1 (X1, X5)| (X3, Xa),

where the symbol, II, in the above relationships,
means the independence between variables. The PC
algorithm reconstructs the above relationships as
follows.

1) Prepare a complete graph, C, between the five
variables.

2) Test the correlation between two variables by calcu-
lating the zeroth-order of the partial correlation coeffi-
cient (Pearson’s correlation coefficient). From the test,
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Figure 3 Example of the path consistency algorithm.

two variable pairs, (X, X;3) and (X5, X,), are excluded
(dashed lines in Figure 2), due to the relationships, i)
and ii).

3) Test the correlation between three variables by cal-
culating the first-order of the partial correlation coeffi-
cient of the variable pairs, given one variable. Then, one
variable pair, (X3, X,), is further excluded from the
updated graph by 2), due to iii) and iv).

4) Test the correlation between four variables by cal-
culating the second-order of the partial correlation coef-
ficient of the variable pairs, given two variables. Then,
two variable pairs, (X;, Xs5) and (X5, X5), are excluded,
due to iv).

5) We could not find any edges adjacent to the three
edges in the updated C. Thus, the algorithm naturally
stops. As seen in the final graph, the five relationships
emerged completely.

In general, the (m-2)-th order of the partial correlation
coefficient is calculated between two variables, given (-
2) variables; i.e., 7, resr, between X; and Xj, given the
‘rest’ of the variables, {X;} for k = 1, 2, .., m, and k=i, j,
and after calculating the (m-2)-th order of the partial
correlation coefficient, the algorithm naturally stops.
However, the algorithm does not usually request the
(m-2)-th order of the correlation coefficient for the nat-
ural stop. This is because after excluding the variables,
the adjacent variables are often not found, even in the
calculation of the lower orders of partial correlation
coefficients.

Modification of the path consistency algorithm for
microarray data analysis

In the actual expression profile data, many genes fre-
quently show profiles with similar patterns. This makes
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the numerical calculation of correlation coefficients diffi-
cult, due to the multi-colinearity between the variables.
The original PC algorithm accidentally stops, if only one
correlation between a pair of variables shows a violation
of the numerical calculation. However, in a biological
sense, the gene pairs that cause the accidental stop can
be interpreted as a case of their high association with
each other, in terms of gene expression. Thus, we modi-
fied the original PC algorithm to prevent it from acci-
dentally stopping with the highly associated gene pairs,
as follows [10,11]. If the calculation of any order of the
partial correlation coefficient between the variables is
violated, then the corresponding pair of variables is
regarded as being dependent. For example, if the first-
order correlation coefficient, 7 4, cannot be calculated
numerically, due to the multi-colinearity between X; and
X, then the edge X;-X; is kept without the statistical
test. The other parts remain unchanged in the modified
algorithm. Note that the above modification ensures
that the algorithm will naturally stop for the data
including a high correlation.

As seen in the original algorithm, the output is not
unique, depending on the calculation order of pairs [9].
A permutation test for the calculation order is a conve-
nient way to partly resolve this issue. In this study, the
estimation without permutation was empirically adopted
as the first approximation, based on the successful esti-
mations of the relationships in our previous studies
[10,11]. In addition, one of the most remarkable features
of the PC algorithm is that the algorithm removes the
pseudo-correlations between the variables (genes) by
considering the higher-order partial correlations. If we
have the measurement data for a complex network, then
we frequently face the more serious issue of the pseudo-
correlation, rather than the correlation level. The merit
of the PC algorithm may be its ability to identify real
relationships between TFs and their regulated genes.

Definition of MR candidates by network screening and
network inference

We first referred to two sets of networks obtained by
the network screening [5-7] and the network inference
[10,11]. From each network set, the binary relationships
between the TFs and their regulated genes were
extracted, only if the regulated genes were included in
the expression signature, which is the ensemble of genes
with significant differences in gene expression, as statis-
tically estimated by the false discovery rate (FDR) test
for multiple comparisons (FDR < 0.05) [21]. In the
extraction of TFs and their regulated genes, the TF was
also cited from the TRANSFAC database [19], but the
expression degree of the TF was not considered, due to
the small expression changes even under different con-
ditions. Only the regulated genes that were estimated to

Page 9 of 10

directly bind TFs were extracted. The numbers of genes
in the three gene expression signatures of the three peri-
ods (period of 4w, period of 8w and 12w, and period of
16w and 20w) were 1,582, 2,719, and 2,777, respectively.

Then, we defined the MR candidates from the binary
relationships by two criteria. One was the specificity of
the TF, which was the same criterion as in the previous
method [8], and the other was the coverage of the TF,
which was newly introduced in the present MR candi-
date identification. Here, the specificity simply means
that the TF emerged only in the GK networks, but not
in the WKY networks. To select the TFs in terms of the
specificity, we selected the TFs that emerged in the
three periods in GK, but not in WKY, as the MR candi-
dates. Note that in the selection of the TFs, we only
selected those that were estimated to regulate the genes
including the expression signature, to consider the
enrichment of the regulated genes in the signature. The
coverage means how many genes each TF regulates. To
select the TFs in terms of the coverage, we first counted
the genes regulated by each TF for each period in GK
and WKY, and then also considered the enrichment of
their regulated genes in the expression signature, by
sorting the numbers of regulated genes for each case.
To consider the coverage in a rational way, we used the
Smirnov-Grubbs outlier test [22] for the numbers of
regulated genes, by setting a threshold (p < 0.05). Thus,
the TFs with the larger number of regulated genes that
fulfilled the threshold are selected in a statistical man-
ner. Finally, the two sets of MR candidates that were
selected in terms of the specificity and the coverage
were compared, to define the final MR candidates.

Data analyzed in this study

We analyzed the gene expression data measured in GK
and WKY rats [23], which were cited from the National
Center for Biotechnology Information (NCBI) Gene
Expression Omnibus (GEO; http://www.ncbi.nlm.nih.
gov/projects/geo/) database (GSE 13271). The data were
composed of 31,099 probes that were measured by
using Affymetrix Microarray Suite 5.0 (Affymetrix), and
were further reduced into 14,506 genes, for 5 samples of
male spontaneously diabetic GK rats and WKY controls
at each of 5 time points (4, 8, 12, 16, and 20 weeks of
age). In this analysis, the 5 periods were classified into
three periods: period of 4w, period of 8w and 12w, and
period of 16w and 20w.
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ABSTRACT

To understand mechanisms underlying acquisition of pluripo-
tency, it is critical to identify cells that can be converted to
pluripotent stem cells. For this purpose, we focused on unipotent
primordial germ cells (PGCs), which can be reprogrammed into
pluripotent embryonic germ (EG) cells under defined conditions.
Treatment of PGCs with combinations of signaling inhibitors,
including inhibitors of MAP2K (MEK), GSK3B (GSK-3beta), and
TGFB (TGFbeta) type 1 receptors, induced cells to enter a
pluripotent state at a high frequency (12.1%) by Day 10 of
culture. When we employed fluorescence-activated cell sorting
to monitor conversion of candidate cells to a pluripotent state,
we observed a cell cycle shift to S phase, indicating enrichment
of pluripotent cells, during the early phase of EG formation.
Transcriptome analysis revealed that PGCs retained expression
of some pluripotent stem cell-associated genes, such as Pou5f1
and Sox2, during EG cell formation. On the other hand, PGCs
lost their germ lineage characteristics and acquired expression
of pluripotent stem cell markers, such as KIf4 and Eras. The
overall gene expression profiles revealed by this system provide
novel insight into how pluripotency is acquired in germ-
committed cells.

acquisition of pluripotency, primordial germ cell, purification,
tracing
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INTRODUCTION

Somatic cells can be reprogrammed into pluripotent cells in
vitro through introduction of four defined factors: PouSfI,
Sox2, Klf4, and Myc [1, 2]. Currently, it is possible to produce
induced pluripotent stem (iPS) cells with characteristics
identical to those of embryonic stem (ES) cells. This procedure
is a major breakthrough in stem cell biology and has also been
expected to be used for clinical applications in regenerative
medicine. Several recent studies also report improved induction
methods, including integration-free induction of reprogram-
ming factors [3-9]. However, little is known about how cells
alter their characteristics to those of pluripotent cells [10].
Although an understanding of reprogramming mechanisms is
essential to manipulate iPS cells and iPS cell-derived
differentiated cells, it is experimentally challenging to analyze
changes occurring during the process due to a low frequency of
conversion and the long culture periods required.

In vivo, germ cells only acquire totipotency after fertiliza-
tion [11]. Germ cell development involves a sequence of
reprogramming events, including drastic epigenetic changes
[12]. Germ cells are specified from the epiblast at mouse
Embryonic Day 7 (E7). At that time, primordial germ cells
(PGCs) suppress the somatic program, including repression of
genes of the Hox clusters; reactivate Sox2, which may function
in the recapture of pluripotency potential; and commence
genome-wide epigenetic reprogramming, including histone
modification and DNA demethylation. In addition, an addi-
tional reprogramming process occurring in the embryonic
gonad involves both erasure of imprinting and X chromosome
reactivation [11]. Intriguingly, these germ cell specification
processes are also related to somatic cell reprogramming [13].
Thus, an investigation of germ cell specification may provide
useful clues to our understanding of somatic cell reprogram-
ming.

Germ cells can be converted to pluripotent cells under
appropriate culture conditions, as seen in the development of
embryonic germ (EG) cells from PGCs and multipotent
germline stem cells from spermatogonia [14, 15], both of
which exemplify acquisition of pluripotency from unipotent
germ lineages. The EG cell formation is more efficient and has
a shorter culture period than somatic cell reprogramming, and it
does not require exogenous genetic manipulations. Therefore,
EG cell formation provides a good model to analyze
mechanisms by which committed cells acquire pluripotency.
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In this study, we developed an efficient culture method to
produce EG cells from E11.5 PGCs using inhibitors of
MAP2K (MEK), GSK3B (GSK-3f), and TGFB (TGF-) type
1 receptor. Furthermore, we employed fluorescence-activated
cell sorting (FACS) to purify pluripotent candidate cells during
the culture period. Combining both techniques, we were able to
enrich pluripotent candidate cells from PGCs at different time
points and follow how germ cells acquire pluripotency. We
observed significant changes in cell cycle status and expression
patterns of the whole transcription by microarray.

MATERIALS AND METHODS
Mice

Nanog-GFP-IRES-puro transgenic mice (RBRC02290) were provided by
RIKEN BRC, which participates in the National Bio-Resource Project of the
Ministry of Education, Culture, Sports, Science and Technology (MEXT) of
Japan. ICR and BALB/c nude mice were purchased from Japan SLC. Animal
care was performed in accordance with guidelines established by Keio
University (Tokyo, Japan) for animal use and recombinant DNA experiments.
The PGCs were prepared by crossing Nanog-GFP with ICR mice.

Isolation and Culture of PGCs

Gonads from Nanog-GFP-IRES-puro transgenic embryos at E11.5 and
E8.5 were dissociated to form a single-cell suspension by incubation with
0.05% trypsin and 0.02% ethylenediamine tetraacetic acid for 10 min.
Suspensions were sorted by green fluorescent protein (GFP) fluorescence
using a BD FACS Ariall cell sorter (BD Biosciences). Sorted PGCs were
cultured on SI/SI*-m220 or STO feeder cells with Knockout DMEM
(Invitrogen) supplemented with 15% KnockOut Serum Replacement (KSR;
Invitrogen), 2 mM glutamine, 1 mM nonessential amino acids, 2-mercapto-
ethanol, leukemia inhibitory factor (LIF), and basic fibroblast growth factor
(bFGF). All compounds were added from Day 1 until Day 7 of culture, except
during the process of seeding on STO cells. When PGCs were seeded on STO
cells, chemical compounds were added at the beginning of the culture. At Day
7, bFGF was removed by changing to fresh medium lacking bFGF. In the case
of seeding on SYSI*-m220 cells, cells were collected and reseeded onto STO
feeder cells on Culture Day 3.

Feeder Cell Preparation

SI/SI*-m220 cells were treated with 5 jig/ml mitomycin C for 1 h and plated
at a density of 4 X 10° cells per well in 24-well plates 1 day before use. STO
cells were treated with 12 ptg/ml mitomycin C for 2 h and plated at a density of
1 X 10° cells per 55 cm?. :

Chemical Compounds

The chemical compounds purchased for this study were trichostatin A
(TSA; Sigma), valproic acid (VPA; Sigma), BIX (Alexis Biochemicals), 5-
azacytidine (SAZA; Sigma), A83-01 (Sigma), and dorsomorphin (Sigma). Drs.
S. Nishiyama, H. Okano, and W. Akamatsu (Keio University) kindly donated
the inhibitors PD173074, PD325901, and CHIR99021, which were prepared by
organic synthesis. The concentrations of compounds were TSA (1 ng/ml, 5 ng/
ml), VPA (0.2 mM, 1.0 mM), BIX (0.1 uM, 0.5 uM), 5AZA (0.2 uM, 1 pM),
A83-01 (25 nM, 250 nM), dorsomorphin (0.2 pM, 2 uM), PD173074 (10 nM,
100 nM), PD325901 (0.1 pM, 1 pM), and CHIR99021 (0.3 uM, 3 uM). For the
combined use of PD325901, CHIR99021, and A83-01 (2i + A83), the
concentrations were 1 uM PD325901, 3 uM CHIR99021 and 250 nM A83-01.

Antibodies and Flow Cytometry

Cultured PGCs were harvested in 0.05% trypsin. After washing, cells were
incubated with anti-FcyR (FCER1G) antibody (2.4G2; eBioscience) at 4°C for
30 min. Then, cells were simultaneously incubated with APC-conjugated anti~
SSEA-1 mAb (MC-480) (BioLegend) for 30 min at 4°C. Antibodies were used
at 0.2 pg per 1 X 10° cells. After washing, samples were analyzed and sorted
using the FACSAria II cell sorter (BD Biosciences). For cell cycle analysis,
stained samples were fixed by 4% paraformaldehyde (PFA) and treated with
0.005% saponin (Sigma), 0.25 mg/ml RNase A, and 50 pg/ml propidium iodide
(Molecular Probes) for 20 min at 37°C. Then, a BD FACSCalibur flow
cytometer (BD Biosciences) was used to analyze the cells.

Microarray Data Analysis

A significant number of PGCs, pluripotent candidate cells at Days 3 and 6
of culture, and EG cells were collected by FACS purification. Expression
profiles were analyzed using the 3D-Gene Mouse Oligo chip 24K (Toray
Industries). Fluorescence intensities were detected using the Scan-Array Life
Scanner (Perkin-Elmer), and PMT levels were adjusted to achieve 0.1%-0.5%
pixel saturation. Each TIFF image was analyzed with GenePix Pro version 6.0
software (Molecular Devices). We made biological replicates and used average
value. The data were filtered to remove low-confidence measurements and were
globally normalized per array, such that the median of the signal intensity was
adjusted to S0 after normalization (accession number GSE37261). Similarities
of whole-gene expression profiles in four arrays were measured by Pearson
correlation coefficients. Hierarchical sample clustering was performed by
UPGMA method with Pearson correlation distance, and the whole genes were
manually sorted based on their maximum expression values; the expression
values were displayed as normalized values (i.e., the log2 gene expression
value divided by the median). Furthermore, we designed the following
procedure to perform the gene set enrichment analysis for the present case
without any replicates. First, a gene list that sorted in the descending order
based on fold-change between the PGCs, Day 3 (2i + A83) cells, Day 6 (2i +
AR83) cells, and EG (2i + A83) cells was calculated. Secondly, preranked gene
set enrichment analysis was applied for the gene list to the manually curated
gene sets for pluripotent and germ cell markers with default parameters (http://
www.broadinstitute.org/gsea/index.jsp).

Alkaline Phosphatase Staining

The ES cells were fixed in 4% PFA/PBS for 10 min at 4°C, washed twice
with PBS, and then stained using SCIP/NBT liquid substrate (B-1911; Sigma)
for 30 min at 37°C.

Teratoma Formation

To produce teratomas, 1.0 X 10° cells were suspended in BD Matrigel (BD
Biosciences) and injected into nude mice. Three to four weeks later, tumors
were fixed with 4% PFA in PBS, embedded in paraffin, sectioned, and stained
with hematoxylin and eosin.

Bisulfite Sequencing

Bisulfite reactions were performed with the EpiTect Bisulfite kit (Qiagen)
according to the manufacturer’s instructions. Primers used for PCR were
described previously [16]. The PCR products were cloned into pGEM-T-easy
(Promega) and sequenced by conventional means.

Time-Lapse Bioimaging

Celis were harvested on Culture Day 3, reseeded on STO feeder cells, and
cultured overnight. Cells were analyzed using an LCV110 incubator
microscope system (Olympus) and incubated at 37°C in 5% CO, during
experiments. MetaMorph software (Universal Imaging) was used for image
analysis.

RESULTS

Highly Efficient Induction of Pluripotent Stem Cells from
PGCs

The PGCs were collected from E11.5 mouse embryos and
cultured on S1/S1*-m220 feeder cells in the presence of bEGF
and LIF. After 10 days of culture, Nanog-GFP-positive
colonies were counted [17]. Primordial germ cells undergo
changes in characteristics such as proliferative capacity during
various developmental stages. When they enter the embryonic
gonad, PGCs undergo cell cycle arrest, making it difficult to
generate EG cells at that time point. Here, because PGCs were
obtained at E11.5 immediately prior to cessation of prolifer-
ation (Supplemental Fig. S1; all supplemental data are
available online at www.biolreprod.org), the rate of conversion
of PGCs to EG cells remained low, making it difficult to
conduct a prospective analysis. Therefore, we aimed to develop
a more efficient induction method.
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FIG. 1. Establishment of highly efficient culture conditions for EG cell formation. Chemical compounds promoting epigenetic modification (TSA, 5AZA,

BIX-01294, and VPA) were screened for capacity to enhance EG cell formation (a and b). Each chemical was added at the indicated concentrations 1 day
after cells were seeded. Nanog-CFP-positive colonies were counted on Day 10. ¢ and d) Analysis of signaling inhibitors. #P = 0.0136, ##P = 0.0014.
Effects of the TGFB type 1R (A83-01) inhibitor or BMP type 1R inhibitor (dorsomorphin) are shown in ¢, whereas effects of the FGFR inhibitor (PD173074),
the GSK3B inhibitor (CHIR99021), or the MAP2K inhibitor (PD325901) on EG cell formation are shown in d. The effects of different combinations of these
inhibitors are shown in e. Each chemical except for those shown in e, was added at the concentrations indicated 1 day after the culture was seeded. For
the chemicals in e, the concentration of each inhibitor was: MAP2K inhibitor (3 uM), the GSK3B inhibitor (1 uM), and the TGF-B type 1R inhibitor (25
mM). Nanog-GFP-positive colonies were counted on Day 10. **P < 0.001. All of the culture conditions contained LIF. Error bars indicate SD.

We first asked whether epigenetic modifications altered
reprogramming efficiency. To do so, we undertook experi-
ments employing histone deacetylase inhibitors TSA and VPA,
the DNA demethylator SAZA, and BIX-01294, a diazepinyl-
quinazolinamine derivative with a specific inhibitory effect on
G9a as an H3K9-specific methyl transferase, all of which
reportedly increase reprogramming efficiency in nuclear
transfer and/or induction of iPS cells [9, 18-20]. Each
compound was applied to PGCs 1 day after seeding because
we did not observe changes in efficiency when chemicals were
applied immediately after culture initiation (data not shown).
Although several colonies per hundred PGCs were observed in
untreated control cultures, all of these small-molecule com-
pounds decreased colony growth dose dependently following
application, indicating an inhibitory effect (Fig. 1, a and b).
These epigenetic alterations are not critical for EG cell
formation from PGCs.

Induction of iPS cells from rat liver progenitors and human
fibroblasts is reportedly enhanced by treatment of cells with

small-molecule inhibitors, including inhibitors of MAP2K,
GSK3B, and TGFB type 1R [21]. Embryonic stem cells can
also be maintained without feeder cells, LIF, or serum in the
presence of a combination of signaling inhibitors [22]. Such
inhibitors include the MAP2K inhibitor PD325901, the
GSK3B inhibitor CHIR99021, and the FGF receptor (FGFR)
inhibitor PD173074. Significantly, combining two inhibitors
(2i) PD325901 (for MAP2K) and CHIR99021 (for GSK3B) is
reportedly particularly potent and allows cultured ES cells to
remain in a self-renewal ground state [23]. Thus, we
investigated the role of these signaling pathways during EG
cell formation. The TGFB signaling and BMP signaling exert
their effects via SMAD signaling. The addition of either a
TGFB type 1R inhibitor (A83-01) or dorsomorphin, which
inhibits BMP type IR, had no effect (Fig. 1c). On the other
hand, we found that PGCs cultured with the MAP2K inhibitor
or the GSK3B inhibitor showed increased colony numbers,
whereas addition of the FGFR inhibitor PD173074 had an
inhibitory effect (Fig. 1d). The inhibitory effect of the FGFR

Article 182

- 325 -



NAGAMATSU ET AL.

inhibitor for EG cell formation supports the idea that FGF
signaling positively regulates EG cell formation [24]. Treat-
ment of the MAP2K inhibitor and the GSK3B inhibitor showed
additive effect (Fig. 1e). Furthermore, combining the MAP2K
inhibitor and the GSK3B inhibitor (2i) with the TGFB type 1R
inhibitor A83-01 produced a significant increase in EG colony
formation (Fig. le). Although 2i was originally used in a
serum-free condition [22], we refer to the combination of
MAP2K inhibitor and the GSK3B inhibitor in the culture
containing KSR as 2i in this paper.

Because Nanog-GFP-positive cells in colonies generated in
the presence of bFGF + 2i + A83 proliferated for more than 15
passages and exhibited a morphology similar to that seen in EG
cells generated using bFGF alone, we further analyzed their
characteristics. First, we examined expression patterns of nine
genes specific for germ cells or pluripotent cells in PGCs, EG
cells, and ES cells. The EG cells induced by bFGF + 2i + A83
showed gene expression profiles similar to those of EG cells
cultured in the presence of bFGF alone and of ES cells, but
distinct from either of the parental PGCs (Fig. 2, a-i).
Microarray analysis showed highly correlated gene expression
patterns between EG cells generated in the presence of bFGF +
2i + A83 compared with those without 2i + A83 (Supple-
mental Fig. $2). To determine the differentiation capacity of
these cells, we transplanted 1 X 10° EG cells subcutaneously
into nude mice and observed teratomas containing all three
germ layers in EG cells generated by bFGF or by bFGF + 2i +
A83 (Fig. 2j). To confirm that these EG cells originated from
PGCs, we evaluated methylation patterns of imprinted loci.
When differentially methylated regions of /gf2r and Pegl were
analyzed by bisulfite sequence, both types of EG cells
exhibited erased methylation at imprinted loci compared with
mouse embryonic fibroblasts (MEFs) and TT2 ES cells (Fig.
2k). These data indicate that pluripotent cells established from
E11.5 PGCs and cultured with bFGF + 2i + A83 are identical
in whole-transcription and in vitro differentiation capacities.

Establishment of the Purification Method for Pluripotent
Candidate Cells from PGCs

Enhanced efficiency of EG cell formation observed in the
presence of bFGF + 2i + A83 led us to investigate the process
of pluripotency acquisition. The PGCs were cultured with 2i +
AR83, bFGF, bFGF + 2i + A83, or without treatment and then
monitored on Days 3 and 6 for SSEA-1 and Nanog-GFP
double positivity (Fig. 3a). Whereas SSEA-1-positive or
Nanog-GFP-positive cells were detected in all culture
conditions at Day 3, the double-positive (DP) population was
detected only in bFGF or bFGF + 2i + A83 cultures on Day 6
(Fig. 3a).

To examine whether the DP population on Days 3 and 6
included potentially pluripotent stem cells likely to form by
Day 10, the DP population and the others derived in the
presence of bFGF were sorted by FACS on Days 3 and 6,
plated at 400 cells per well on feeder layers, and cultured. By
Day 10, only cells from the DP population formed EG cell
colonies, whereas cells from the non-DP population did not
(Fig. 3b). Because we replated the cells, the colony formation
by nascent PGC/EG cells may be included in addition to the
secondary colonies. Therefore, colony formation efficiency
was calculated as relative numbers. The relative colony
formation efficiencies from DP populations cultured with
bFGF + 2i + A83 and sorted at Days 3 and 6 of culture were
18.8% and 43.6%, respectively, whereas DP PGCs cultured
with bFGF alone showed efficiencies of only 1.6% and 1.8%
on Days 3 and 6, respectively. These findings indicate that

culturing in the presence of bFGF + 2i + A83 enhances
efficiency of EG cell formation, and combined with FACS
sorting facilitates enrichment of candidate EG cells.

We also used time-lapse imaging to examine whether
colonies were derived from a single cell. The DP cells were
sorted on Day 3 of the culture, and then time-lapse analyses
were performed for more than 70 h. This technique revealed
that a single EG cell colony was not always derived from a
single cell, but from the fusion of smaller colonies derived from
single cells (Fig. 4, a and b, and Supplemental Movies S1 and
S2). To estimate the frequency of fusion, we compared
numbers of colonies formed from a single cell with those
derived from bulk culture. Using single-cell deposition from
sorted cells, single cells on Day 6 were cultured in the presence
of bFGF + 2i + A83. These cells gave rise to EG colonies with
an efficiency of 51.3%, slightly higher than that seen in bulk
culture of 400 cells (43.5%; Fig. 4b). Based on these data, the
frequency of fusion was calculated to be roughly 15.2%. Thus,
approximately 1 colony per 6.6 colonies was generated by
fusion in the bulk culture.

Cell Cycle Shifts to S Phase During Acquisition of
Pluripotency

Pluripotent cells, such as ES and iPS cells, show a greater
percentage of cells in S phase compared with somatic and germ
stem cells [25]. Therefore, we asked whether cells in our
culture system showed cell cycle progression patterns remi-
niscent of stem cells during pluripotency acquisition. The
PGCs from an E11.5 embryo showed distinct peaks at the G,
and G,/M phases (G,: 27.7%, S: 31.6%, G,/M: 40.0%; Fig.
5b). By Day 3 of culture, almost half of those cells (49.5%)
exhibited fragmented DNA (Fig. 5), indicative of cell death.
Interestingly, 2i + AS83 treatment in the presence of bFGF
suppressed cell death to 29.0% at that time point. On Day 6, the
dead cell population was drastically reduced with or without 2i
+ A83 treatment, and the cell cycle pattern was similar to that
of established EG cells grown in either bFGF or bFGF + 2i +
A83 culture conditions. These data indicate that cell death is
induced at early phases of EG cell formation and that a positive
effect of bFGF + 2i + A83 on cell survival may underlie the
observed increase in frequency of EG cell formation.

Purified Pluripotent Candidate Cells Undergo Changes in
Gene Expression

To identify pathways responsible for pluripotency acquisi-
tion, pluripotent candidate populations cultured with 2i + A83
were sorted on Days 3 and 6. The expression levels of genes
were analyzed by microarray. The coefficients of correlation
between all periods of culture cells were calculated and
summarized in Figure 6a. From E11.5 PGCs to EG cells, the
coefficients of correlation were monotonically decreased.
Therefore, it is indicated that the change in gene expression
was a gradual process. Principal component analysis also
showed gradual changes of cell state (Fig. 6b).

To further resolve these temporal changes, we made
unsupervised hierarchical clustering (Fig. 6¢). The cells were
divided to two clusters between Days 3 and 6 of the culture.
From Day 3 to Day 6 of the culture, dead cells were decreased,
and the cell cycle progression was observed (Fig. 5). Clustering
analysis indicated that the transition also occurred on a
transcriptional level. Interestingly, the up-regulation of Myc,
which regulated cell survival and proliferation, was observed
on Day 6 of the culture (Supplemental Table S1). Furthermore,
the clustering data revealed the specific clustered genes at each
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time point. Before culture, E11.5 PGCs expressed germ cell-
specific genes, such as Dndl and Ddx4. On Day 3, the early
phase of culture, some ES cell-associated genes, such as Kif4
and Eras, started to become up-regulated (pluripotent cell
marker; Supplemental Table S2). At that time, the expression
of the germ cell markers Dndl and Ddx4 started to decrease
(germ cell marker; Supplemental Table S2). On Day 6, a
further decrease was observed in the expression of germ cell-
characteristic genes.

To find cell fate transition from germ lineage to pluripo-
tency on the whole-transcription level, we did enrichment plot
analysis (Fig. 6, d and e). Analyzed makers were listed in
Supplemental Table S2. According to the culture periods, germ
cell markers decreased (P = 0.01) and pluripotency markers
increased (P = 0.005) in whole transcriptome. These data
suggest the cell fate transition from the transcriptome level.
Recently, it has been reported that mesenchymal-to-epithelial
transition is a characteristic event in the early phase of iPS cell
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formation from fibroblasts [26]. However, our microarray data
did not reveal a marked increase in epithelial gene expression
(epithelial cell marker and mesenchymal cell marker; Supple-
mental Table S2). This might be due to the fact that PGCs
avoid epithelial-to-mesenchymal transition during specification
[271.

DISCUSSION

Low conversion efficiency and long culture periods have
hampered the investigation of iPS cell formation from somatic
cells. To overcome these experimental difficulties, we focused
on the process of conversion of PGCs to pluripotent stem cells.
In this study, we established more effective conditions for
induction by screening different chemical compounds and
purifying pluripotent candidate cells during EG cell formation
using FACS. This system facilitated the analysis of cell cycle
state and dynamic changes in gene expression.

Establishment of Highly Efficient Induction of Pluripotent
Stem Cells

We analyzed various factors known to increase efficiency
of nuclear transfer and/or iPS cell induction. Contrary to our
expectations, epigenetic modifiers did not alter EG cell
generation from PGCs. Although all of the chromatin-
remodeling compounds tested are known to induce a relaxed
chromatin state, PGCs reportedly already have a relatively
loose chromatin structure compared with somatic cells [28],
which may explain why chromatin modifiers were ineffective.
Although TSA can reportedly replace bFGF signaling during
EG cell formation [29], in our hands TSA did not have a
positive effect on the presence of bFGF. However, MEK
inhibitors did have a positive effect on PGC conversion,
suggesting that the MAPK pathway functions in the induction
of growth arrest and cell death during conversion. GSK3B
inhibition is also known to induce the growth of many cell

types, especially certain stem cell populations [30, 31],
whereas aberrant activation of WNT/B-catenin signaling
delays cell cycle progression of PGCs in vivo [32]. TGFB
signaling in PGCs suppresses growth but supports cell
migration [33]. In this study, inhibition of TGFB signaling
also induced cell growth, but only in the presence of MAP2K
and GSK3B inhibitors, indicating that TGFB has independent
signaling functions in PGCs. Cell cycle progression is a
potential risk for genetic mutation, and germ cells in
particular should avoid mutation for the creation of the next
generation. It could be possible that forced cell cycle
progression induces cell death in PGCs. In this context, the
inhibitors for cell cycle progression may promote EG cell
formation. Actually, we found the inhibitors suppressed cell
death at Day 3 of the culture (Fig. 5).

Establishment of the Purification Method for Pluripotent
Candidate Cells from PGCs

It was previously reported that bFGF is required for the first
24 h of culture during EG cell formation [24]. The major
pathways requiring bFGF are the MAPK and PIK3 signaling
pathways, and activation of AKT, a serine/threonine kinase,
enhances EG cell formation downstream of PIK3 [34].
Recently, it was reported that EG cells can be generated using
LIF and 2i [35]. That study employed PGCs from embryos at
E&8.5, at which time point the efficiency of EG cell formation is
higher [36]. Although our culture medium contained KSR,
which may contain TGFB/activin activity, the enhancement
effect of 2i + A83 was also seen in E8.5 PGCs (Supplemental
Fig. S3). By contrast, culture conditions using LIF and 2i
without bFGF did not generate EG cells from E11.5 PGCs
(Supplemental Fig. S4). These data indicate that different
signals are required for derivation of EG cells from PGCs at
different developmental stages. Actually, from E8.5 to E11.5,
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numerous events occur in PGCs, such as G, arrest, repression
of RNA polymerase II, and environmental changes.

Pluripotent Candidate Cells Progress S Phase of Cell Cycle
and Change Cene Expression Patterns During Acquisition
of Pluripotency

PGCs cultured in the presence of bFGF + 2i + A83 showed
highly efficient (12.1%) conversion to EG cells. When PGCs
were sorted based on Nanog and SSEA-1 expression at Days 3
and 6 of culture, only DP cells generated pluripotent EG cells.
Therefore, the 2i + A83 culture method established here
clearly enhanced the efficiency of EG cell formation, and
FACS facilitated purification of candidate pluripotent cells.
Although technologies enabling gene expression analysis from
single cells are under development, it is necessary to stringently
purify candidate cells in order to accurately trace the
acquisition of pluripotency.

Interestingly, cell cycle analyses indicated that many PGCs
die after induction of pluripotency. The effect of 2i + A83
treatment suppressed cell death rather than the cell cycle
progression (Fig. 5). The relationship between cell death and
acquisition of pluripotency also indicates the presence of a

subpopulation of PGCs. Primordial germ cells can reportedly
be subdivided into two populations based on expression levels
of the cell-surface antigen o6-integrin: cells with negative or
low a6-integrin levels are likely to form EG cells, whereas high
ab-integrin expressors tend to be apoptotic [37]. The fact that
2i + A83 treatment does not promote colony production from
E11.5 PGCs in the absence of bFGF (Supplemental Fig. S4)
suggests that treatment acts to enhance candidate EG cell
survival rather than trigger acquisition of pluripotency.

Using the 2i + A83 culture and purification method, we
performed gene expression analyses during the acquisition of
pluripotency (Fig. 6). It has been reported that transcriptome
characteristics of PGCs are different from those of pluripotent
cells [38]. Our microarray data uncovered the sequential
changes in transcription during the conversion of PGCs to
pluripotent cells. During the acquisition of pluripotency, the
loss of the original characteristics of germ cells along with the
enhancement of pluripotency-associated gene expression was
noted. In other words, there were at least induction,
preparation, and maintenance phases during EG cell formation.
This phase process is comparable to a previous microarray
analysis of second iPS cell generation [26]. These results
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indicate the existence of a common mechanism underlying the
acquisition of pluripotency.

Considering important genes involved in the generation of
EG cells from PGCs, we focused on Day 6 of the culture and
gradually up-regulated genes. At Day 6 of the culture, some
pluripotency markers, such as Nanog, Kif4 and Zfp42, were
expressed at their highest level during the cultures. Interest-
ingly, at that time the Meis family of transcription factors also
reached its highest expression (Meis! and Meis2 in Supple-
mental Table S1). Meis! is known to work to maintain
hematopoietic stem cells [39]. On the other hand, in the
gradually up-regulated genes we found some family members
of reprogramming factors, such as KIf9 and Sox/I. It is
interesting to examine the effect of Meis family genes Kif9 and
Sox11 during the acquisition of puripotency.

Human PGCs also convert to EG cells. Human EG cells are
cultured in the presence of LIF, bFGF, and forskolin [40].
Although human EG cells do not form teratoma when injected
into mice, they form embryoid body and differentiate into all
three germ layers [41, 42]. In mice, EG cells are very similar to
ES cells. However, in humans EG cells showed some
differences from ES cells. Human EG cells are expressed
SSEA-1, whereas human ES cells are not [42]. Although
human EG cells are dome-shaped like mouse ES colonies,
human ES cells are flat-shaped, which resembles mouse
epiblast stem cells [40]. To understand the differences between
EG cells and ES cells among species, our microarray data and
culture system would provide useful information.
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Background: The somatic cell reprogramming factors do not always induce pluripotency.
Results: The optimal ratio of the reprogramming factors is Oct3/4-high, Sox2-low, KIf4-high, and c-Myc-high.
Conclusion: Among the various reprogramming transcription factor combinations, high Oct3/4 and low Sox2 produced the

most efficient results.

Significance: The overall gene expression profiles between the high and low efficiency conditions provide novel insights for

somatic cell reprogramming.

Somatic cell reprogramming is achieved by four reprogram-
ming transcription factors (RTFs), Oct3/4, Sox2, Kif4, and
c-Myc. However, in addition to the induction of pluripotent
cells, these RTFs also generate pseudo-pluripotent cells, which
do not show Nanog promoter activity. Therefore, it should be
possible to fine-tune the RTFs to produce only fully pluripotent
cells. For this study, a tagging system was developed to sort
induced pluripotent stem (iPS) cells according to the expression
levels of each of the four RTFs. Using this system, the most effec-
tive ratio (Oct3/4-high, Sox2-low, Kif4-high, c-Myc-high) of the
RTFs was 88 times more efficient at producing iPS cells than the
worst effective ratio (Oct3/4-low, Sox2-high, Kif4-low, c-Myc-
low). Among the various RTF combinations, Oct3/4-high and
Sox2-low produced the most efficient results. To investigate the
molecular basis, microarray analysis was performed on iP$ cells
generated under high (Ocz3/4-high and Sox2-low) and low
(Oct3/4-low and Sox2-high) efficiency reprogramming condi-
tions. Pathway analysis revealed that the G protein-coupled
receptor (GPCR) pathway was up-regulated significantly under
the high efficiency condition and treatment with the chemo-
kine, C-C motif ligand 2, a member of the GPCR family,
enhanced somatic cell reprogramming 12.3 times. Further-
more, data from the analysis of the signature gene expression
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profiles of mouse embryonic fibroblasts at 2 days after RTF
infection revealed that the genetic modifier, Whsc1l1 (vari-
ant 1), also improved the efficiency of somatic cell repro-
gramming. Finally, comparison of the overall gene expression
profiles between the high and low efficiency conditions will
provide novel insights into mechanisms underlying somatic
cell reprogramming.

In 2006, Yamanaka and colleagues (1) showed that somatic
cells in mice could be reprogrammed to the pluripotent state in
the presence of four reprogramming transcription factors
(RTFs),® Oct3/4, Sox2, Kif4, and c-Myc. The following year,
induced pluripotent stem (iPS) cell technology was established
in human cells (2), and since then, the number of potential
applications for iPS technology in regenerative medicine has
been growing rapidly. The technology, using transplanted iPS
cells, has been used successfully in mouse and rat models of
sickle cell anemia and Parkinson disease (3, 4). However, there
are several problems that need resolving before iPS cells can be
used safely in clinical applications. For example, although iPS
cells can differentiate into any cell type in the body, it is neces-
sary to exclude any undifferentiated cells before iPS cell-de-
rived cells are transplanted, as the presence of undifferentiated
cells may lead to tumor formation (5).

To use iPS cells in clinical applications, it is important to
understand the mechanism that induces pluripotency. It is
clear that the process of iPS cell generation involves certain
steps (6). These can be broadly summarized as follows. Upon
introduction of the four RTFs, fibroblasts down-regulate
THY-1 expression; next, the genes used as markers for pluripo-
tency are activated, including alkaline phosphatase and stage-

3 The abbreviations used are: RTF, reprogramming transcription factor; iPS,
induced pluripotent stem; MEF, mouse embryonic fibroblast; ES, embry-
onic stem.
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