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Figure 7. SPRF simulated for the Erisir et al, 1999, fully-
deterministic biophysical model of an FS cell. g;=15nS. 4
different values of g, are used as indicated. F=40 Hz. Phase shifts are
evaluated in steps of 0.002/2x in the onset phase of the compound
synaptic input. Extraneous points lying off the main curves, particular
for phase delays, reflect a complex local fine structure of the phase shift,
around the central relationship.

doi:10.1371/journal.pcbi.1000951.g007

junctional input did affect phase delay strongly early in the cycle —
this was never observed experimentally. This deficiency of the
biophysical model suggests that additional conductances expressed
in FS neurons somehow help to confer a complete immunity to
gap-junctional stimulation in the early, phase-delay part of the
cycle. We surmise that the voltage-gated potassium conductance in
this part of the cycle may actually be much higher than in the
model, and that this may allow phase delay and advance to be
regulated completely independently. Also, because of their relative
timing, the effect of inhibition will outlast that of the gap-
junctional current transient — thus phase delays caused by
inhibition starting early in the cycle may in fact be caused more
by their persistence until later in the cycle. In addition, the model
shows a pronounced curvature in the phase delay region of the
SPRF which was not noticeable in any experimental recordings.
This might reflect the presence of other voltage-dependent
conductances in real FS cells which effectively linearize this part
of the relationship.

The sharp discontinuity between phase delay and advance
which emerges at high synaptic strengths is a result of the
particular intrinsic biophysical properties and the nature of the
synaptic perturbation. It appears to be related to the “class 2”
nature of the FS neuron threshold [16], and may be sensitively
determined by the potassium conductance densities and kinetics
[42,43]. It was not observed for example in a class 1 excitable
Morris-Lecar model. The discontinuity is a critical decision point,
or threshold, in the progression of the membrane potential
towards spike initiation, at which hyperpolarization and depolar-
ization both exert their maximal influence. The effect of this shape
of SPRF is to ensure very rapid synchronization of the cell
Maximal phase shift occurs in the middle of the cycle when the
phase difference is high - the postsynaptic cell either advances or
~ delays its phase to achieve nearly immediate in-phase firing when
detuning between pre- and postsynaptic cell is small. This
extremely sharp midcycle transition is not observed in conven-
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tional phase-resetting relationships to weak brief inputs in these
cells [37,44], and is a consequence of the integration of the strong
compound input.

The piecewise nature of the SPRF, with the phase advance
contributed exclusively by gap-junctional input, and the delay
component contributed exclusively by chemical inhibition, mean
that these two types of connection have complementary roles in
synchronization: gap junctions are necessary to entrain the firing
of the postsynaptic cell to a frequency higher than its preferred
frequency, while inhibitory synapses are necessary to entrain firing
to a frequency lower than the preferred frequency (as seen in
Figures 5 and 6). This can be seen as follows. Let H be the phase
difference between postsynaptic and presynaptic cells (@ pog — @ pre)-
The change in H over one period of the input, i.e. from input ¢
to input ¢/, is: Hyo1—H;=2n(F/f —1)+Ad(H;). Therefore,
when entrainment is achieved, Hj;1=H;=Hy, and so if F>f,
then A¢(H ) >0, and if F<f, then A¢(Hy ) <0.

Using the SPRF to predict entrainment

Using the SPRF to model entrainment assumes that the effect of
each stimulus in the train is the same as if it was applied in
isolation. The success of the SPRF in predicting entrainment
shown here demonstrates that it is at least a good approximation
for this purpose, and that the arithmetic of adding effects of
multiple sequential synaptic inputs behaves reasonably linearly.
The SPRF assumes that the -entire dynamical state of the neuron
may be represented by just a single number at any time, the phase,
which would imply that its dynamical state always lies on a limit
cycle, along which it is kicked instantaneously forwards and
backwards by the synaptic inputs. The complex dynamics of a real
neuron containing a large number of different voltage-dependent
conductances distributed in a complex morphology, and the strong
and non-instantaneous nature of the perturbation mean that this is
a considerable simplification of the reality. An indication of
whether the phase approximation is reasonably valid, is to test
whether there is any higher-order phase resetting, i.c. changes in
the interspike interval jollowing that during which the input is
applied, or in subsequent intervals. When we analysed second
order shifts, we found that they were sometimes detectable, but
very small in relation to the first-order SPRF (See Figure S1), in
line with the short memory of FS cells for input conductance
fluctuations [17].

Physiological consequences of the synaptic phase-
resetting function

FS cell firing is suspected to be directly and primarily
responsible for producing gamma oscillations in the neocortex
[6,7,8]. Different fine-scale subnetworks of mutually-exciting
pyramidal cells in layers 2 or 3, which are driven by specific
subsets of local layer 4 inputs, appear to interact with other such
subnetworks via the inhibitory interneuron network [45]. Syn-
chronization of FS cells, therefore, may be essential for linking
responses of pyramidal cells very rapidly to specific features of the
synaptic input, as hypothesized to occur in sensory ‘“‘binding” [2].
We have shown that the effect of conductance inputs which
realistically mimic single synaptic connections on the phase of FS
firing is very powerful, and is capable of entraining the
postsynaptic cell even against strong noise. The strikingly sharp
discontinuity between phase delay and advance in the SPRF
causes a very rapid jump to nearly in-phase firing.

The relative strengths of electrical and inhibitory components
can vary greatly from connection to connection [12,13], and some
pairs of FS cells connected by gap junctions can synchronize their
firing, while others cannot [14]. The strengths of these
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components will also vary dynamically. Electrical synapses can
exhibit plasticity through G protein-coupled receptor activation,
intracellular calcium and phosphorylation [46], and the GABAer-
gic connections show strong short-term depression [12,13,14].
These effects presumably help to shape the spatiotemporal
dynamics of synchronous firing. The model that we introduce
here could easily accommodate independent plasticity rules for
inhibition and gap junctions, by additional rules for modifying the
slopes of the corresponding regions of the SPRF. In addition to
such modulation, the GABA,4 receptor is also the target of many
important neuroactive drugs, such as benzodiazepines, barbitu-
rates and ethanol. These will be expected to influence the shape of
the SPRF, and the synchronization behavior of FS cells in the
gamma frequency range. The SPRF, therefore, may be a useful
tool for characterizing the action of such compounds on
pathological network states treated by such drugs.

Firing is considerably more variable ¢ vivo than in vitro [47], and
it is important to consider the consequences of the SPRF in strong
noise. The stochastic bifurcation analysis that we carried out
(Fig. 6) delineated a well-defined boundary between entraining
and non-entraining frequencies, based on a qualitative change in
the nature of the motion of the phase [32] (see Methods). The
stronger the noise, the smaller the frequency region of stochastic
entrainment — in line with intuition, noise acts to break down
synchronization. The strength of the noise effect in controlling the
boundary of the synchronized region is not symmetrical around
F — thus noise can effectively shift, as well as shrink the
synchronized frequency band.

In conclusion, the synaptic phase-resetting function of FS cells
firing at gamma frequencies, as characterized here, is very well-suited
to achieving rapid synchronization, and demonstrates complemen-
tary roles of the two types of synaptic connection in determining the
frequency range of synchronization. It provides a simple yet
surprisingly accurate model for predicting synchronization of these
cells, and should be a useful component in network models aimed at
understanding the complex spatiotemporal properties of locally-
synchronized gamma-frequency firing in the cortex.

Methods

Slice preparation and electrophysiological recording

300 um sagittal slices of somatosensory cortex were prepared
from postnatal day 13—-19 Wistar rats, using a vibratome (DSK
Microslicer Zero 1, Dosaka EM, Kyoto), in chilled solution
composed of (in mM): 125 NaCl, 25 NaHCOs, 2.5 KCI, 1.25
NaHyPOy, 2 CaCly, 1 MgCly, and 25 glucose, oxygenated with
95% Oy, 5% GOy gas. Slices were then held at room temperature
for at least 30 minutes before recording. The tissue was visualized
with an Olympus BX50WI upright microscope (Olympus UK,
London) using infrared differential interference contrast videomi-
croscopy. During recording, slices were perfused with oxygenated
solution identical to the slicing solution, at 31-35°C (8 cells
analysed in detail) or 23°C (4 cells). 10 uM 2-(3-carboxypropyl)-3-
amino-6-(4-methoxyphenyl)-pyridazinium bromide (SR95531; ga-
bazine), 10 pM D-2-amino-5-phosphonopentanoic acid (AP5),
and 10 pM 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX) were
usually added, to block chemical synaptic transmission mediated
by GABA,, N-methyl-D-aspartic acid (NMDA),and o-amino-3-
hydroxy-5-methyl-4-isoxazole proprionic acid (AMPA) receptors,
respectively. Whole-cell recordings were made from the somas of
nonpyramidal neurons in cortical layers 2/3, 4, and 5. Cells
identified as FS neurons had a mean input resistance of
202£87 MQ (n=12). Data from 10 fast-spiking neurons (taken
from 8 animals) were used for analysis, with a further 12 cells
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showing consistent results, but which were not complete enough
for analysis. The number of synaptic phase-resetting functions with
different parameters of the conductance perturbations (see below)
which could be constructed for each cell was limited by the lifetime
of the recording, typically 20 to 40 minutes.

Patch pipettes of 3-5 MQ resistance were pulled from
borosilicate capillary glass and filled with an intracellular solution
containing (in mM): 105 K-gluconate, 30 KCI, 10 HEPES, 10
phosphocreatine, 4 ATP, 4 MgCl,, and 0.3 GTP, adjusted to
pH 7.3 with KOH. Current-clamp recordings were performed
using an Axon Multiclamp 700A or in a few cases, an Axopatch
200A amplifier (Axon Instruments, Foster City, CA). Membrane
potentials were corrected for nulling of the liquid junction
potential before seal formation. Signals were filtered with a four-
pole low-pass Bessel filter at —3dB cutoff frequency of 5 kHz,
sampled at 20 kHz, and recorded with custom software written in
MATLAB (The Mathworks, Natick, MA).

Conductance injection

Recorded neurons were stimulated using artificial conductance
injection [25,26,48]. An effective conductance is inserted in the
recorded cell by injecting a current [ according to Ohm’s law,
I=gV—E,.,), where g is the conductance, V is the membrane
potential of the cell, and E., is the reversal potential of the
conductance. A conductance injection amplifier [49] or digital
signal processing system (SM-1 or SM-2, Cambridge Conductance,
Cambridge, UK) [50] with response times of less than 200 ns or
10 ps respectively, were used to calculate and produce the current
command signal in real time for the current-clamp amplifier.

Steady trains of action potentials at gamma frequencies were
clicited by steps of AMPA-receptor like ohmic conductance,
reversing at 0 mV, to which perturbing conductances were added
as follows. Stimuli that mimicked action potentials filtered through
electrical synapses were generated. An action potential (AP)
waveform was produced using a conductance-based model of an
FS cell, identical to that of [41], except that the leak conductance
was reduced to better fit the stimulus-response curves of actual FS -
cells (see Fast-spiking cell conductance-based model
(section below)

This AP waveform was then used as the time-varying E,,, signal for a
constant conductance g, representing the electrical synapse. The
conductance of a unitary synaptic GABA event was modelled as a
difference of exponentials g(f)=g;lexp (—1/t2)— exp (—1t/71)),
where g; is the scaling amplitude of the inhibitory conductance, and
T, was 7 ms, and 71 was 0.5 ms. In compound stimuli, the start of the
GABA event was delayed by 3 ms from the start of the simulated
action potential to represent synaptic latency. The reversal potential
Egapa was usually set to —55 mV [29].

Data analysis

Spike times were determined as the times of positive-going
threshold crossings of the membrane potential at a threshold set at
10 mV below the peak of action potentials. The phase at which a
stimulus was applied was calculated from the time elapsed from
the preceding spike, relative to the unperturbed firing period.
Variability of phase was characterized by the phase order

parameter, or synchrony S= \/ {cos? (§)) + (sin® (), which
varied between 0 (phases distributed uniformly between 0 and 2m)
and 1 (phases all identical). The change in phase (A¢) caused by a
stimulus was calculated as follows. Let ¢ be the phase reached at
the moment of perturbation, ¢’ the phase immediately after, ¢, the
time after the previous spike at which the perturbation is applied,
t, the time elapsed after the perturbation before the next spike,
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and 7Ty the average interspike interval. Then ¢=2m1,/Ty,
¢'=2n(1—t,/Tp) and Ad=¢'—¢.

Fitting and simulations
The synaptic phase-resetting function (SPRF, see Fig. 2) was
approximated by the piecewise linear relationship:

— o (0S¢<¢c)

per—9) (P.<p<2m) @

0=

where conductance values are in nS, -o is the slope in the phase
advance section, -f is the slope of the phase delay section, and ¢, is
the breakpoint. SPRFs were fitted to experiments by least-squares,
and using Grubbs’ test for outliers, to delete occasional outlying
points (in most cases none, but no more than three per SPRF).

Entrainment of periodic spiking to periodic stimulation was
simulated by the noisy map describing the evolution of the phase
from stimulus 7 to stimulus #+1:

Oni1 =G(@n) =0, +A0(p,)+2nF [f+&, (mod 27) (2)
where fis the stimulus angular frequency, F is the unperturbed
(natural) angular frequency of the cell, and &, is a Gaussian-
distributed noise term, with variance 2. The biophysical
simulations of Fig. 7 were carried out using the model specified
by [41], modified slightly as described above (see Conductance
injection).

Bifurcation analysis

Bifurcation points, where 1:1 entrained fixed points of the map
given by Eq. 2 appear, were solved for directly. To determine the
points of stochastic bifurcation, we used the definition of [32]. The
stochastic map of the phase between successive stimuli on a unit
circle § is represented by a Markov operator p on the phase
distribution, where p(4|d,) is the conditional probability density
function of the phase at stimulus #+/, given a phase of ¢, at
stimulus 4.

(p—G(py))*
0-2

1
P(plpg)= manp( ) mod 2,

and the distribution of phase A(¢) advances from stimulus 7 to
stimulus #+/ according to:

w1 (9) = JSP(¢|¢0)hn(¢)d¢0 mod 2z.

p is approximated by a stochastic transition matrix, and the onset
of stochastic entrainment is defined by the point where the second
eigenvalue of this stochastic transition matrix changes from real to
complex. This definition of a stochastic bifurcation coincides with
the deterministic case as the noise level approaches zero, is clearly
defined even when the steady-state phase distribution hardly
changes, and incorporates the dynamics of the phase: the first
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Supporting Information

Figure S1 An example of the lack of phase shift in the cycle
following that in which a strong perturbation is applied (second-
order resetting). F=61 Hz, g,=0.4 nS, g=2 nS. Dashed lines
indicate expected standard deviation if there is no second order
effect.

Found at: doi:10.1371/journal.pchi.1000951.5001 (0.09 MB TIF)
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A small-conductance Ca®*-dependent K* current regulates
dopamine neuron activity: a combined approach of dynamic
current clamping and intracellular imaging of calcium signals

Takashi Tateno

To analyze the small-conductance calcium-dependent
K* current observed in dopaminergic neurons of the

rat midbrain, we have developed a new dynamic

current clamping method that incorporates recording of
intracellular Ca®* levels. As reported earlier, blocking the
small-conductance current with apamin shifted the firing
modes of dopaminergic neurons and changed the firing
rate and spike afterhyperpolarization. We modeled the
kinetic properties of the current and assessed the model
in a real-time computational system. Here, we show that
the spike afterhyperpolarization is regulated by the
small-conductance current, an effect that is observed in
dopaminergic neurons. Thus, this current can effectively
shape the autonomous firing patterns of dopaminergic

Introduction

Dopaminergic (DA) neurons are integral to a wide variety
of behaviors, including reward-based learning [1], cogni-
tion [2], and motor control [3]. Although recent studies
have provided significant insights into the properties of
ion channels in in-vitro preparations [4], the roles of
distinct ion channels in controlling the frequency and
regularity of the various discharge modes of DA midbrain
neurons have not yet been systematically studied in
awake, behaving animals. Several types of Ca®™" channels —
for example, L-type, N-type, P/Q-type, and T-type
channels — are expressed in DA neurons [5,6]. Cayl.3
L-type channels [7-9] are important for autonomous
firing of DA neurons, where they activate at relatively
negative potentials compared with the Cayl.2 channels
[10]. Subthreshold activation of T-type and N-type Ca?™*
channels results in the activation of an apamin-sensitive
small-conductance (SK)-mediated current, which con-
tributes medium afterhyperpolarization [11-13]. The
medium afterhyperpolarization activates rapidly and decays
over several hundred milliseconds, whereas slow after-
hyperpolarizations, which can typically last over several
hundred milliseconds to several seconds [14], are coupled
to P-type and L-type Ca®™ channels [15] as well as SK
channels. The blockade of this SK current leads to long-
duration, Ca2+—dependent plateau potentials [12,16].

Since its introduction [17,18], the dynamic clamp
technique has slowly become a standard technique for
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performing cellular electrophysiological analysis. The
dynamic clamp involves injecting conductance into an
intracellularly recorded cell. As the current is the product
of the conductance and the membrane potential, which
itself changes as current is injected, the injected current
must be continuously updated as a function of the
membrane potential of the recorded cell. Therefore, a
real-time loop needs to be established between the
device that produces the current and the recorded mem-
brane potential. The applications of this technique have
expanded from studies of single neuron properties [19] to
the creation of hybrid networks that combine biological
and simulated neurons [20]. Despite the wealth of
physiological and pathophysiological information about
the role of the intracellular calcium concentration [Ca® ¥,
in neuronal functions, however, no attempts to link the
measured [Ca® ™ |; to a dynamic clamp recording directly
have been reported to date. In this study, we propose a
new dynamic clamp technique in which the [Ca®*];
measured using fluorescence imaging is incorporated into
the conventional dynamic clamp protocol. Here, we report
that the frequency of action potentials in the midbrain
DA neurons is profoundly influenced by the SK Ca** -
dependent K* current. We also use the new method to
inject an artificial SK current and characterize the effects
on DA neuron activity.

Methods

Slice preparation

Slices of the basal ganglia were obtained from P15-P18
Wistar rats. The animals were anesthetized and decapitated.

DOL: 10.1097/WNR.0b013e32833add56
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The brain was placed in artificial cerebral spinal fluid
(ACSF) consisting of 125 mM NaCl, 2.5 mM KCI, 25 mM
NaHCO,, 25mM glucose, 1.25mM NaH,PO4 2mM
CaCly, and 1 mM MgCl,, in which bubbles of 95% O,/5%
CO, were used to obtain a pH of 7.4. The basal ganglia
were mounted on a vibratome and cut into 300-pm-thick
coronal slices. The slices, including the substantia nigra
pars compacta (SNc) and the lateral part of the ventral
tegmental area (VTA), were incubated in ACSF at 32°C
for at least 1h before recording. All procedures were
approved by Osaka University and complied with the
NIH Guidelines on Animal Use.

Electrophysiology

Basal ganglia slices were placed in a recording chamber
perfused with ACSF containing 100puM picrotoxin or
10puM gabazine (Sigma-Aldrich; St Louis, Missouri,
USA), 10pM CNQX, and 10uM APS5 (Tocris Cookson,
Bristol, UK) to prevent synaptic transmission. The
samples were maintained at 34 £+ 2°C. The slices were
visualized using an Olympus BW60WI microscope and
DA neurons in the SNc and the lateral part of the VTA
were identified using a 60 X water immersion objective
lens. All the recorded neurons were subjected to
immunocytochemical detection of tyrosine hydroxylase
to confirm that they were DA neurons. Glass pipette
electrodes were pulled from borosilicate glass (Clark
GC150F-5) and were filled with an intracellular solution
consisting of 105mM K gluconate, 30 mM KCl, 10 mM
HEPES, 10mM phosphocreatine Na,, 4mM ATP-Mg,
0.3 mM Na-GTP, and 5 mg/ml biocytin (adjusted to pH
7.3 using KOH). Whole-cell patch clamp recordings were
made using a Multiclamp 700B amplifier (Molecular
Devices, Sunnyvale, California, USA). To block the SK
current, 10~100 nM apamin (Sigma-Aldrich) was added to
the perfusion solution. Current clamp recordings were
sampled at 20kHz using an NI PCI-6259 DAQ card
(National Instruments, Austin, Texas, USA) and custom
data acquisition software written in MATLAB (Math-
works, Natick, Massachusetts, USA).

Ca* imaging

Ratiometric and single-wavelength measurements of
fluorescence at 340 and/or 380 nm were made using a
fluorescence microscopy camera, EXi blue (Q Imaging,
Surrey, British Columbia, Canada), and a dye fura-2
(Molecular Probes, Eugene, Oregon, USA). Frame rates
of 50-80 per second were used, depending on the size
of the field of view. The measurements were made at the
position in which the main proximal dendrite connected
to the soma of the DA neuron. For each trial, fluorescence
values at 340 and 380 nm were first converted to the
calcium concentration at rest as described earlier [21],
whereas, in some experiments, the membrane was hyper-
polarized to prevent oscillations in the current clamp
mode. Subsequent changes in fluorescence at 380 nm
were then converted into [Ca?™ ], using a formula that

was reported earlier (see also Appendix A in the
Supplemental digital information, Supplemental digital
content 1, Attp://links.kow.com/WNR/A56) [22]. Calculation
of the [Ca®™ |; was carried out in real time using a digital
signal processor (sBOX, MTT, Tokyo, Japan). The fura-2
concentration in the cell was assumed to be OuM just
before the electrode broke into the cell and 100uM
(concentration in the electrode) at steady state. The
concentration at any time could then be extrapolated from
the filling curve described by Foehring ez 4/, [23].

Dynamic current clamp

The dynamic current clamp was used to produce artificial
SK conductance in DA neurons after apamin treatment.
As SK conductance is calcium-dependent, we had to
measure the [Ca? ™ ; directly, or simulate a calcium pool
and calcium flow into this pool in real time based on the
voltage trajectory of the recorded neuron. For the latter,
the calcium inflow in our model was mediated by L-type,
N-type, P-type, and T-type voltage-dependent calcium
currents that were simulated using Hodgkin—Huxley
kinetics and were linked in real time to the recorded
voltage (see Appendix B in the Supplemental digital
information, Supplemental digital content 1, Azp.://links.
low.com/WINR/A56). In the model, we selected types of
voltage-dependent calcium currents and their kinetics on
the basis of a series of DA neuron models proposed by
Canavier et /. [24,25]. Some parameters in the model
were modified by using data of recent studies ([5]; see
also Appendix B in the Supplemental digital information,
Supplemental digital content 1, A#p://links.lww.com/WNR/
A56). Calcium outflow governed the signal decay and the
SK current was determined using the Hill equation-based
calcium-binding activation and the time course of the
measured or simulated [Ca®* ;. The equations used (in
the dynamic clamp are listed in the Supplemental digital
information, Supplemental digital content 1, A#p.//links.
kow.com/WNR/A56) and were implemented in the digital
signal processor with custom-made programs written
using Code Composer Studio 3.1 (Texas Instruments,
Dallas, Texas, USA).

The results are reported as mean + SD. Statistical
analysis was performed using Student’s #-test, and P
value of less than 0.05 was considered to be significant.

Results

We recorded and imaged 48 DA neurons in the SNc¢ and
eight DA neurons in the lateral part of the VTA (total 37
animals). Each of the DA neurons showed spontaneous
firing at 1.97 £ 0.23Hz (mean = SD). In some experi-
ments, the membrane was hyperpolarized before obtain-
ing evoked responses to prevent oscillations in the
current clamp mode (see Methods section). We obtained
a membrane voltage trace based on an injected current
step pulse (100 pA) before and after the application of 20
or 100nM apamin (Fig. 1A). For nine and eight DA

Copyright © Lippincott Williams & Wilkins. Unauthorized reproduction of this article is prohibited.

63



The SK current regulates dopamine neuron firing Tateno 669
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A, Apamin effects on the firing properties of a dopaminergic (DA) neuron. In response to a current step of 100 pA from — 10 pA, repetitive firing was
observed in (a) control, (b) 20 nM apamin, and (c) 100 nM apamin conditions. The injected current is shown in (d). In (e), an expanded view of the
action potentials indicated by arrows in (a), (b), and (c) and the afterhyperpolarizations (AHPs) are shown. B, In the presence of 20 nM apamin,
injection of small-conductance (SK) current simulated from the recorded membrane voltage mimicked and restored AHP waveforms. Results are
shown for the (a) membrane voltage, (b) [Ca?™]; computed from a mathematical model that mcorporated the recorded voltage, (c) the SK value, and
(d) the injected SK current. In (a2), an expanded vnew of the action potenha!s indicated by an asterisk in (a1) and the AHPs are shown. C, S|m|lar
traces to those shown in B, except that the [Ca®*]; was estimated using fluorescence imaging.

neurons in the SNc and the lateral part of the VIA,  each spike was reduced and more hyperpolarized, so
respectively, irregular bursting appeared in the presence of  that the minimum membrane potentials decreased
100 nM apamin [Fig. 1A(c)], whereas regular single spiking (—58.3 = 2.5mV); the negative peak value without the
was evoked in control samples or in neurons treated with SK current was —52.8 =3.1mV [Fig. 1B(a) and C(a)].
less than 30nM apamin. In 100nM apamin, the negative Moreover, the simulated and measured [Ca®™]; is also
voltage peak following each spike increased (-45.4=1.9 shown in Fig. 1B(b) and C(b), respectively. The average
vs. —53.7+0.68mV in control samples, P<0.001), such  changes in the transient [Ca?']; estimated using
that the afterhyperpolarization (AHP) was smaller. In other  fluorescence imaging were similar to those observed for
words, if the AHP was smaller, the minimum membrane the transient [Ca®™]; simulated using the recorded
potential reached was less negative, so that it increased in =~ membrane voltage. Owing to a limited time resolution,

the presence of apamin, as shown in Fig. 1A(e). In addition,  however, fine oscillatory changes during evoked responses
the peak amplitude of each spike was reduced (12.3£0.8  were not easily observed using the present imaging
vs. 14.4 £ 0.7mV in control samples, P < 0.01). system [Fig. 2C(b)].

In the presence of 20 nM apamin, the artificial SK current On the bases of the changes in the [Ca®* T ];, the SK con-
injection rescued the AHP or the minimum membrane ductance was directly calculated using a Hill equation-
potential reached, and the negative voltage peak after  based calcium-binding activation formula (Hill coefficient

55
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Fig. 2
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A, (a) Effects of different sampling rates in the calcium dynamics model on the firing properties of a dopaminergic (DA) neuron. In response to

a current step of 100 pA from — 10 pA, repetitive firing was observed before and after small-conductance (SK) current was injected while the
endogenous SK current was blocked (30 nM apamin treatment). Results at 20 kHz and 50 Hz Ca sampling are shown for the (a) membrane voltage,
(b) [Ca®*]; computed from a mathematical model that incorporated the recorded voltage, (c) the SK value, and (d) the injected SK current. (b) Spike
statistics at three different sampling rates (20 000, 50, and 25 Hz) in the calcium dynamics model for three and four DA neurons in the substantia
nigra pars compacta and the ventral tegmental area, respectively. B, Results of spike rate in (a) and negative peak voltage following each spike in (b)
are shown in a control condition before SK current was injected and 30 nM apamin treatment conditions before and after SK current was injected.

Error bars indicate standard deviations.
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n=4): 2 ([Ca]) = ZxCa® )} /(ICa]} + ), where  Fig.s
sk and K, are the maximum SK value and dissociation
constant, respectively [Fig. 1B(c) and C(c)]. Moreover, in A @ 25 b -5
the presence of apamin, the dynamic clamp stimulated
a pulsatile SK current in each spike with a subsequent 10mv l
slow transient [Fig. 1B(d) and C(d)]. For the SK value
obtained using fluorescence imaging of [Ca® ™ |; changes,
the oscillatory phase observed in Fig. 1C(d) was not easily
identified, although the observed trend was similar to that ~40mY / / / /

simulated using the computational model [Fig. 1B(d)].
The decay time for the SK current was dominated by the —60mV \ \/
time courses of the membrane voltage changes between (c) _Off

spikes and calcium outflow during the early phase of the
evoked responses. During the late phase, the time course
of the membrane voltage changes mediated the fast
transient because of calcium accumulation.

In our imaging system, it was impossible to increase the
imaging rate (e.g. >80 frames/s) for the intracellular
Ca®*™ measurements sufficiently to test the model in
which the recorded membrane voltage was sampled at
20kHz. Therefore, to test the calcium dynamics model,
we used a lower resolution at a sampling rate of less than
50 Hz, which was comparable to that of the fluorescence c

data. In the calcium dynamics model at sampling rates (a)
of 20kHz and 50 Hz, Fig. 2A(a)—(d) shows four traces of
membrane voltage, simulated [Ca®™1;, SK conductance,
and an injected current, respectively. Between the two
sampling rates, for three and four DA neurons in the
SNc and VTA, respectively, there were no significant
differences in the average spike rate and the negative / J
peak voltage following each spike or AHP, as shown in —60mV

Fig. 2B(a) and (b). () Off On off

®)

From the result mentioned above, the sampling rates in
the calcium dynamics model had little influence on the
spike rate and AHP of DA neurons. Thus, the model is
valid for replacing [Ca®* |; measured by calcium imaging
with the computed [Ca® ™ ;. In the following, therefore,
SK conductance was generated from the model of calcium
dynamics.

ot
v
p—~
=
[=]
(%43
wv

All the neurons recorded in this study showed altered L — WA/ :
spontaneous firing properties after SK current block with on off

100 nM apamin (Fig. 3B), compared with the baseline R TS —————— P

agtivity (Fig. 3A). After agamin treatment, the AHP M;’MfwMWMWW | 20pA
disappeared or was reduced (i.e. the minimum membrane ‘

potential reached was increased) during both sponta-
Spontaneous spiking activity in control samples, samples treated

neous firing and evoked responses. In the presence or b " . et
. n A with apamin, and in the presence of injected small-conductance
absence of apamin, the negative peak amplitude after (SK) current. A, (a) Baseline spiking at 2.1 Hz in a dopaminergic

each spike was ~-62.3+1.2mV @SK =200nS) or (DA) neuron. (b) The afterhyperpolarization (AHP) between spikes.
57.6+1.5mV (e =0 ivelv. Eliminati £ B, (a) Bursting behavior in the presence of 100 nM apamin. (b} The
-57.6£1.5mV (gsg =0), respectively. Elimination o AHP was absent and spike rate increased during each burst. C,

the AHP with apamin led to pronounced burst activity (a) An artificial SK current prevented bursting and regular firing

: . : : was observed. (b) The AHP recovered to the level shown in A. D,
in most neurons (Fig. 3B). In those neurons, interspike When bursting increased, more artificial SK current was needed to

intervals (ISIs; 0.31 +=0.25s) during the burst were restore baseline activity with a faster spiking rate of 3.6 Hz and a
shorter than baseline ISIs (0.71 +0.115s), and the number deeper AHP.
of spikes in each burst varied [Fig. 3B(b)].
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To restore baseline spiking while the endogenous SK
current was blocked with apamin, we adjusted the para-
meters that described the artificial SK current applied
with dynamic clamping (see Methods section). Figure 3C
shows that the artificial SK current (20-50 pA) restored
regular single spiking. Further, when the current injection
was removed, irregular bursting reappeared immediately.

In control and SK current injection conditions [Fig. 4A(a)
and (b), respectively], positive correlations were observed
between the negative peak after each spike and the
spontaneous spike rate of the DA neurons. This indicates
that spike frequency was controlled by the SK current, as
reported by Feng and Jaeger [26] for neurons of deep
cerebellar nuclei. Figure 4A(c) shows that, in some DA
neurons (eight of 12 cells), an artificial SK current
injection slightly increased spontaneous firing. This
observation may be related to the fact that the restored
negative peak voltage after spikes was slightly higher than
that observed without the SK current injection.

The recovery of regular spiking in the presence of apamin
depended on both the extent of irregular bursting and the
injected SK current. As shown in Fig. 3D, longer periods
of bursting required an SK current between 50 and
100 pA. In all of the tested cases (z = 12), the application
of the artificial SK current during an apamin-induced
bursting led to regular spiking. Therefore, the coeffi-
cients of variation of the ISIs in the presence of apamin
were reduced to the control level (0.1-0.2) if the SK
conductance was adjusted to an appropriate cell-specific
value. Figure 4B shows that single-spike activity and
regularity recovered when the SK values were adjusted.

A calcium concentration decay time constant between
20 and 35ms was able to restore the time course of the
AHPs. Decays in the calcium levels have been directly
measured after evoking single spikes in response to a
briefly (30-50ms) injected step current. The average
value of the decay time constant was 34.3 =8.0ms
(n=35) immediately after the cell membrane was broken.
Therefore, the result was consistent with those obtained
in the SK current injection experiments, although the
measured average value was slightly larger than that used
in the model.

Discussion

Here, we reported a new dynamic clamp technique in
which Ca** levels were used to adjust a conventional
dynamic clamp protocol. With the technique, we
estimated the injected SK current from both directly
measured Ca®*-derived fluorescence signals and a
mathematical model of intracellular Ca®** dynamics.
This approach enabled us to test our mathematical
models in real time by observing the neurons’ firing
modes and spike properties.
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A, (a) Spike statistics before and after small-conductance (SK) current
was injected while the endogenous SK current was blocked. Positive
correlations were observed between the negative peak voltages after
spikes and the spontaneous firing rate (a) before SK current block
and (b) after an artificial SK current was injected. The correlation
coefficients (1) are indicated. (c) The relationships between the original
and the recovered negative peak voltages and the firing rate are shown
(n=12 cells). B, Variable or consistent spiking in control samples, or in
the presence or absence of injected SK current. Coefficients of
variation (SD/mean) for the interspike intervals are plotted.
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DA neurons showed several typical firing modes # vivo,
including burst activity and low-frequency tonic firing
(< 10Hz) with regular or irregular patterns. In contrast,
DA cells iz vitro fire autonomously and tonically with a
regular pattern. The calcium current that mediates the
autonomous regular firing is likely, at least partly carried
by L-type Ca“™ channels, because it is inhibited by
L-type channel blockers, but not N-type channel
blockers [6,9,15]. Although the effects of P/Q-type
channel blockers on this activity have not yet been
determined # vivo, Puopolo er @/ [15] showed that a
selective P-type channel blocker markedly inhibited
firing in the midbrain slices. Treatment of DA neurons
in these brain slice preparations with apamin shifted the
firing mode from a regular firing pattern to a burst
pattern. In DA cells, therefore, the firing mode and action
potential frequency and initiation are regulated by an SK
Ca** -dependent K™ current.

We showed that the SK current in DA neurons partly
accounts for the AHP and contributes to the regularity
of the ISIs. Our results also showed that, in response to
the current injection under baseline conditions, the AHP
is the predominant regulator of the spike frequency. A
recent study showed that the SK current in DA neurons is
primarily the result of inflow through T-type and N-type
channels together with minor contributions from several
other calcium currents [13]. In this study, we applied an
artificial SK current with dynamic clamping using four
types of Ca® ™ current as the calcium source. The results
revealed that pulsatile calcium inflow after each spike
and subsequent calcium decay with a time constant
ranging from 20 to 35 ms could explain the observed AHP
properties. As indicated in other studies [26], the decay
of the intracellular calcium pool may represent the short
period of time for which the SK channels are exposed to
an elevated calcium concentration at the membrane.
Thus, the short exposure may allow intracellular calcium
to accumulate without elevation of the SK current.

The minimum artificial SK current amplitude that was
required to eliminate irregular and burst spiking was such
that the ensuing AHP had a slightly larger amplitude than
that recorded during the baseline activity. This, however,
did not necessarily slow the recovery of regular spiking
compared with the pre-apamin treatment condition. Rather,
at times, it accelerated regular spontaneous firing in the
tested DA neurons [Fig. 3A(c)]. This observation may be
associated with the rapid recovery of a spike refractory
period, which always occurred when the inhibitory synaptic
input was injected. We showed that certain SK values
promoted regular ISIs in the DA neurons. This value
needed to be adjusted to restore regular tonic firing in the
presence of apamin, because the appropriate value was cell
specific. Although the maximum injected current amplitude
was 50pA, the time course of the injected current was
critical to control the firing mode.

The SK current regulates dopamine neuron firing Tateno 673

Calcium signals generated by voltage-dependent Ca®*

channels may be amplified by secondary calcium release
from intracellular stores, which has also been shown to
activate SK channels. Indeed, SK channels in the DA
neurons can be activated by the intracellular calcium
release evoked through metabotropic glutamate receptors
[27]. This secondary calcium release may contribute to
the discrepancy observed in the latter portions of the
[Ca®"]; time courses obtained using Ca®*-derived
fluorescence signals and numerical simulation with our
model [see Fig. 1B(b) and C(b)].

Recent studies have shown that the midbrain DA neurons
are a heterogeneous population of neurons and that there
is a media-lateral gradient in SK3 channel expression
[28]. However, in the presence of apamin, we could not
find any differences between the recorded DA neurons
in the SNc and those in the lateral part of the VTA. The
reason for this may be that the number of sampled VTA
DA neurons was small (eight cells) and they were located
in the lateral part of the VTA in which the SK3 channels
are highly expressed [28].

Ji and Shepard [29] reported that local and systemic
administration of apamin increases the incidence and
intensity of the bursting activity among the DA neurons
recorded in intact rats. However, they also pointed out that,
consistent with its effects in brain slices, the ability of
apamin to increase bursting activity # ziwo could not have
been simply presupposed. Pacemaker activity exhibited
by the DA neurons i witro or pacing with a scale of
high precision such that the coefficient of variation in the
interspike intervals is less than 12%, is rarely observed
in vivo, where the continuum of the patterned activity is
often attributed to synaptic inputs. Therefore, in addition
to the mechanism involving SK channels, DA cells also
require N-methyl-D-aspartate  (NMDA) receptor-gated
channels for burst activity. Under certain in-vivo conditions,
either or both of these mechanisms could induce burst
firing. NMDA receptor-mediated burst firing would be
induced by inputs from glutamate-containing synaptic
connections. The approach presented here may help eluci-
date these mechanisms, because the dynamic clamp tech-
nique can be used to mimic NMDA-like synaptic inputs.

Conclusion

To test the validity of a Ca’"*-dependent K™ current
model in in-vitro preparations of DA neurons in the SNc
and the lateral part of the VTA, we developed a new
dynamic clamp technique in which fluorescence imaging
of Ca** levels was incorporated into a conventional
dynamic clamp protocol. As reported before, our experi-
mental results combined with mathematical modeling
indicate that an SK Ca** -dependent K™ current markedly
shapes the firing modes and spike properties of these
neurons. In addition, our results support the fact that the

Copyright © Lippincott Williams & Wilkins. Unauthorized reproduction of this article is prohibited.

68



674 NeuroReport 2010, Vol 21 No 10

measurement of intracellular Ca** level can be possibly
replaced with the calcium dynamics model as an input to
the dynamic clamp system.
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basilar membrane (ABM) which is made of a 40 um thick polyvinylidine difluoride (PVDF) membrane
fixed on a substrate with a trapezoidal slit. The ABM over the slit, which mimics the biological system,
is vibrated by acoustic waves and generates electric output due to the piezoelectric effect of PVDF. The
width of ABM is linearly varied from 2.0 to 4.0 mm along the longitudinal direction of 30 mm to change
its local resonant frequency with respect to the position. A detecting electrode array with 24-elements
of 0.50 x 1.0mm rectangles is made of an aluminum thin film on ABM, where they are located in a
center line of longitudinal direction with the gaps of 0.50 mm. Since the device will be implanted into
a cochlea filled with lymph fluid in future, the basic characteristics in terms of vibration and acous-
tic/electric conversion are investigated both in the air and in the silicone oil which is a model of lymph
fluid. The in vitro optical measurements show that the local resonant frequency of vibration is varied
along the longitudinal direction from 6.6 to 19.8 kHz in the air and from 1.4 to 4.9 kHz in the silicone oil,
respectively. Since a resonating place vibrates with relatively large amplitude, the electric output there
becomes high and that at the other electrodes remains to be low. Thus, the electric voltages from each
electrode realize the frequency selectivity, Furthermore, the effect of surrounding fluid on the vibration
is discussed in detail by comparing the experimental results with the theoretical predictions obtained
by the Wentzel-Kramers-Brillouin asymptotic method. The theoretical prediction indicates that the sur-
rounding fluid of the higher density induces the larger effective mass for the vibration that results in
lower resonant frequency. From these findings, the feasibility of artificial cochlea is confirmed both
experimentally and theoretically.

Keywords:

Fluid-structure interaction
Acoustic MEMS sensor
Artificial cochlea
Biomechanical engineering
Piezoelectric device
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sound processor and a battery. The acoustic sound is detected and
is analyzed with respect to the frequency by the extracorporeal

1. Introduction

The sensorineural hearing loss is a type of deafness which is
often caused by the damage on hair cells of cochleae in inner ears.
The hair cells convert acoustic sounds to electric signals that stim-
ulate auditory nerves. As a clinical treatment for the hearing loss
in children and adults, the artificial cochlea is recently well used.
The device bypasses the damaged hair cells by generating the elec-
tric current in response to the acoustic sound [1,2]. The current
artificial cochlea consists of an implantable electrode array for the
stimulation and an extracorporeal device including a microphone, a

* Corresponding author. Tel.: +81 6 6850 6179; fax: +81 6 6850 6179.
E-mail address: shintaku@me.es.osaka-u.ac.jp (H. Shintaku).
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device. The processed signals are transferred through a transcuta-
neous system. Then, the auditory nerves are stimulated through the
electrodes inserted in the cochlea. The disadvantages in the current
system are the indispensability of extracorporeal devices, the small
number of electrodes which closely connects to the limitation of
tones, and the relatively large power consumption. This situation
motivates us to develop a fully self-contained implantable artificial
cochlea.

The important functions of cochlea are not only the conversion
of acoustic wave to electric signals but also the frequency selectiv-
ity [3,4]. The basilar membrane which is a biological diaphragm in
the cochlea plays an important role for the frequency selectivity.
The local eigen frequency of membrane is changing along the place



184
Nomenclature
A; Fourier coefficient
b(x) width of ABM, m
D bending rigidity, Nm
E Young’s modulus, Pa
f frequency, Hz
h thickness of ABM, m
k(x) wave number, m~!
Ly width of fluid channel, m
Ly depth of fluid channel, m
L3 length of ABM, m
Ds pressure, Pa
w displacement of ABM, m
W(x) envelope function, m

(x,y,z) Cartesian coordinates, m

Greek letters

n(x,y) shape function for ABM's bending in y direction
v Poisson ratio

Pr density of fluid, kgm—3

Pm density of PVDF, kgm~3

oe(x,y, 2, t) velocity potential, m?/s

w angular frequency, rad/s

Subscripts

f region of fluid channel f=1oru

j mode number of Fourier coefficient
1 lower fluid channel

m PVDF

u upper fluid channel

of it, because of varying mechanical boundary conditions and the
mechanical rigidity. Thus, when the eigen frequency at a local place
match to that of acoustic wave, the place vibrates with relatively
large amplitude due to the resonance. The vibration stimulates hair
cells especially at the resonated place. As a result, the frequency of
acoustic wave is recognized as the difference in tones.

To artificially realize the frequency selectivity, some
microscaled devices have been reported. Tanaka et al. [5] and
Xu et al. [6] developed acoustic sensors with the function of
frequency selectivity by the use of resonance of cantilever arrays.
Those sensors were evaluated in the atmospheric environment,
Chen et al. [7] developed a beam array fixed on a trapezoidal
channel and investigated the vibrating characteristics in the water.
Despite the frequency selectivity of cantilevers or beams, their
mechanical strength may not be enough for the implantation as
the artificial cochleae for the long period. On the other hand, White
and Grosh [8] developed a device made of polyimide membrane
with Si3 N4 beams. The demonstration for the frequency selectivity
was conducted at the higher frequency range compared with the
audible one. Wittbrodt et al. [9] also developed a device made of
polyimide membrane with Al beams. They reported that the device
possessed some similarities with the biological cochlea in terms
of traveling waves, the frequency to place tonotopic organization,
and the roll off beyond the characteristic place.

The acoustic sensor which is developed in this paper realizes
both the frequency selectivity and the conversion of acoustic wave
to the electric signal in the liquid environment without an exter-
nal energy supply. The device is designed as a prototype model
to test the basic concept of the acoustic sensor for the devel-
opment of the self-contained implantable artificial cochlea. The
device consists of a piezoelectric membrane fixed on a trapezoidal
slit, where the membrane over the slit works as a detector. We
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name this trapezoidal membrane as an artificial basilar membrane
(ABM). Discrete electrodes are fabricated on ABM by technologies
of micro electromechanical systems (MEMS) to measure the elec-
tric signals generated in response to the externally applied acoustic
waves. To model the liquid environment, the fluid channel which
locates under ABM is filled with a silicone oil as a model of lymph
fluid in the cochlea. The ABM’s vibration is measured using a laser
Doppler vibrometer (LDV) at the various frequencies in the range of
1.0-20kHz. The electric output is measured through the electrodes
using a preamplifier. To predict the performance of the present
device, the oscillatory dynamics of ABM is theoretically analyzed
based on the vibrating equation of a thin plate bending and equa-
tions for the fluid dynamics. The phenomenon of fluid-structure
interaction is treated by coupling those basic equations. To treat the
wave motion on trapezoidal ABM, the Wentzel-Kramers-Brillouin
(WKB) asymptotic solution [10] is used under the assumption of the
gradually varying wavelength. The comparison between the exper-
imental and theoretical results makes clear the detailed mechanism
underlying the frequency selectivity. In addition, discussions for
the further development as an implantable artificial cochlea are
described from the viewpoint of magnitude of electric signal and
the device size.

2. Principles and experimental methods

2.1. Basic mechanism of frequency selectivity and electric signal
generation

A schematic and a photograph of piezoelectric acoustic sen-
sor developed here are shown in Fig. 1. The device comprises
a polyvinylidine difluoride (PVDF) membrane (KUREHA, Japan)
bonded on a stainless plate with a trapezoidal slit and discrete
electrodes distributed along x axis. PVDF is a piezoelectric mate-
rial which can convert mechanical stresses to electric signals. The
trapezoidal slit is designed so that the membrane over it, i.e. ABM,
can be easily vibrated by the acoustic wave. The width b(x) of ABM
is linearly varied in the ranges of 2.0-4.0 mm along x of 30 mm
long. This shape is intended to mimic the passive basilar mem-
brane, that is, the local resonant frequency (LRF) of ABM gradually
changes due to the varying mechanical boundary conditions along
X. LRF is expected to be decreased as x increases. Applying acous-
tic wave with a certain frequency to ABM, a local place vibrates
with relatively large amplitude due to the resonance. Electric sig-
nals are generated by the piezoelectric effect with respect to the
local stress in ABM. Thus, the electrode on the resonating place
gives a relatively large electric output. This is the basic mechanism
of frequency selectivity realized by the association of resonance of
vibration and the discrete electrode array. The device is mounted
on a substrate with a fluid channel, where the channel dimen-
sions are 47 x 17 mm rectangle and 4 mm deep. To model an in vivo
environment, the fluid channel is filled with silicone oil (Shin-Etsu
Chemical, Japan). The density and the viscosity of silicone oil are
873 kg/m3 and 1.75 x 1073 Pass, respectively, where those of lymph
fluid in cochleae are typically reported as 1.0 x 103 kg/m3 [11] and
from 1.0 x 103 to 1.97 x 10~3 Pas [12,13], respectively. Although
the both sides of basilar membrane in vivo face to the lymph fluid, in
this experiment, only the bottom side of ABM faces to the silicone oil
for the stable optical measurement from the upper side. The effect
of this simplification is discussed by the theoretical analysis in the
later section. Furthermore, the size of this ABM is relatively large to
be implanted into the human cochlea. However, the main purpose
of this paper is to test the basic mechanism of proposed system
in terms of acoustic/electric conversion and the frequency selec-
tivity. The optimization and the miniaturization will be remained
as a future work. The advantages of miniaturized ABM are again
discussed in later section.
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Fig. 1. Schematic and photograph of piezoelectric acoustic sensor; (a) 3D view, (b) cross sectional view at AB, and (c) photograph (Unit: mm).

2.2. Experimental setup

The electrode array with 24 elements made of an aluminum
thin film is fabricated on an upper side of a 40 um thick PVDF
membrane based on a standard photolithography and an etching
process. For convenience, the electrodes are named as Ch.1-Ch.24
as shown in Fig. 1(a). The each electrode of 0.50 x 1.0 mm rectan-
gular shape is equally spaced 1.0 mm center to center, resulting ina
gap of 0.50 mm between two adjacent electrodes, The ground elec-
trode is prepared as a common one for all discrete electrodes on the
lower side of ABM. The membrane is glued on the stainless plate
to be the trapezoidal ABM. Since the electrodes of about 100 nm
thick are extremely thinner than the PVDF of 40 p.m, they may not
strongly affect on the vibrating characteristics of ABM.

Fig. 2 shows a schematic of experimental setup. The sinusoidal
acoustic wave is applied to the device from a speaker (FOSTEX,
Japan) which is located 120 mm distant with 45° at a tilt. The
speaker is previously calibrated to realize the constant sound pres-

Function )
PC Generator Oscilloscope |
! l
LDV controller
Speaker | LDV head

/\%D camera
&
Piezoelectric output
Preamplifier

Motorized stage

Fig. 2. Schematic of experimental setup for measurement of vibrating characteris-
tics of ABM.
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sure with the precision of +£0.1 dBSPL at various frequencies. The
frequency is controlled by the function generator (NF, Japan) from
1.0 to 20 kHz which is in the range of audible frequency. The device
on the substrate is set on a motorized stage which moves x and
y directions for the measurement of spatial distribution of vibra-
tion amplitude. The velocity of ABM in z due to the vibration by the
acoustic wave is measured by the LDV (Graphtec, Japan). The dis-
placement, which is converted from the velocity data, is analyzed
by an FFT to obtain the amplitude of vibration at the frequency of
acoustic wave. At the same time, the piezoelectric output from the
electrodes is measured in terms of voltage using a preamplifier and
an oscilloscope.

2.3. Oscillatory dynamics of artificial basilar membrane

Because the phenomena including the fluid-structure interac-
tion are relatively complex, it is important for practical engineering
to develop a theoretical model that effectively and easily predicts
the vibrating characteristics of ABM. To obtain a mathematical
solution, the following assumptions are made based on the exper-
imental observations.

(1) The vibration of ABM is modeled as the bending vibration of a
thin plate with small-amplitudes. The plain stress condition is
valid, since the thickness h of ABM is small compared with the
width or length.

(2) The fluid flow is assumed as incompressible, since O(w?2L2/c?)
is 1072-10-5, where the angular frequency o is 0(103)-0(10%),
the characteristic length L is 0(10~3), and the sound velocity ¢
is 0(103).

(3) The effects of gravity and viscosity of surrounding fluid are
ignored.

The governing equation for the bending vibration of a plate with
isotropic mechanical properties can be described as

*w
5371— =Po
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where D, pg, w, and pn are the bending rigidity, the pressure of
acoustic wave, the displacement in z direction, and the density
of ABM, respectively. The bending rigidity D is related to Young’s
modulus E as

_ ER3
1201 -1v2)
where v is the Poisson ratio.

The basic equation for the fluid flow is the Laplace equation of
velocity potential ¢r as

B¢ Py ¢ 0
x2 o ay2 o a2 T

The velocity potential ¢x is related to the velocity components
(ux, uy, uz) as

3 oy 3

ux—-é'x—, y—ay, z=—a'z' (4)

respectively. The subscript f is u or [, where u and l indicate the fluid
at the upper and lower sides of ABM, respectively. Furthermore, the
velocity potential ¢« is related to the pressure as

s
pf'}f = —Pr

D 2)

(3)

(5)

where ps is the density of fluid.

The governing equations are solved with the following boundary
conditions. The normal velocities at the wall of fluid channel are
written as

uzz%l:() at z=-I, (6)
w:%‘%:o at y=:|:%— (7)

where L; and L, are the width and the depth of fluid channel,
respectively. The kinematic boundary condition at z=0 is written
as

(8)

The thickness h of ABM is ignored in the analysis of fluid flow,
since it is relatively small compared with the depth L, of fluid chan-
nel. The pressure pg is the pressure difference between the upper
and lower sides of ABM and can be written as

8¢1 a¢u

Po=—Pipr +Pumg- at z=0

©)

Since pj is extremely large compared with py in the present
experiment, Eq. (9) is approximated as

ey

pog—pl—a—t- at z=0 (10)

To obtain the oscillatory solution at the periodic steady state,
following assumptions are made.

(4) A single mode 7(x, y) is used for the shape function of ABM’s
bending iny direction. n(x, y)is determined based on the analyt-
ical solution of a vibrating beam with the first mode, the length
of b(x), and the fixed boundary conditions at y = +h(x)/2 as

B B _ b _ b
. [ cos(b(x)y) +c;cosh(b(x)y) at 5o Sys—5 (11)
0 st by ¥y bx) ., _ L
TR EYETT 7 ¥=73

where c1, ¢, and f§ are constants of 0.8827, 0.1173 and 4.730,
respectively. These constants are determined to make 7n(x, y)
satisfy the fixed boundary conditions at y = +b(x)/2.

(5) The wave is considered as a slowly varying wave in x direction.
That is, the wave number k(x) is slowly varying along x as b(x),
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where db(x)/dx=0 and dk(x)/dx= 0 are reasonable in the scale
of a one wavelength. In this case, the waves can be treated as
pseudo plane ones and can be described by the WKB asymptotic
solution [10].

Based on these assumptions described above, the displacement
w(x, y, t) of ABM can be written as
i fo MEXE ot

w=W(X)nKx,ye (12)

where i and W(x) are the imaginary number and the envelope func-
tion, respectively. W(x) is also treated as a slowly varying function,
that is dW(x)/dx =0, since the effect of dW(x)/dx on the dispersion
relationship is trivial for linear problems [14]. The main purpose
of the theoretical analysis is to predict the distribution of the local
resonant frequency and to clarify the effect of the surrounding fluid
on the resonance. Therefore, to simplify the mathematical devel-
opment, only the forward wave is included in the analysis. On the
other hand, the solution for Eq. (3) which satisfies the boundary
conditions of Egs. (6) and (7) is written as

o= ZAj cosh [§(z+Lp)] cos (]I%y) eifo k(E)dE o —icot (13)
=0

where A; and {; are the Fourier coefficient for jth mode and
[k2(x)+ (jr[L1)?]1/2, respectively. From Egs. (8), (12) and (13), the
following equation is obtained:

iwW(xn(x,y) = —ZA]{]- sinh({;Ly) cos (]L—Ty) (14)

j=0
Using the orthogonality of cosine function, A; is calculated as
. b(x)/2 .
iwW (x) f_%,z 1(x, y)cos (jmy/Ly) dy

Ap = ——— - (15)
J gjsinh (;'jLz) f_LL/jz cos? (]JTy/L1) dy

Eqs. (10) and (12) are substituted into Eq. (1). Then, multiplying
n(x,y)to Eq. (1), and integrating from —b(x)/2 to b(x)/2 with respect
to y, the following eikonal equation is obtained:

fx )

b(x)/2
=D {k“ ®) / 7% (%, ¥)dy — 2k*(x)

b(x)/2

b(x)/2 . b(x)/2
x / n(x,y)3n (x,y)/y*dy + [B/b(x)] / nz(x,y)dy}

b(x)/2 —bx)/2

bx)/2 ) ?
bx)/2 { b /zn(x,y) cos (Jrry/h) dy]
-’ pmh/ 77 (%, y)dy + o1 E Y S
b2 " gitanh (;}Lz) f~h/z cos (]Jty/h) dy

(16)

Eq. (16) describes the dispersion relationship between k(x) and
w at various x. The effect of surrounding fluid is found in the last
term of Eq. (16). Since this term contributes to increase the effective
mass for the vibration, the resonant frequency may be decreased by
the surrounding fluid. From the average variation principle [14], it
is known that the eikonal equation has the relationship with W(x)
as

W(x) = ;1/2 (17)

o
ok
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Table 1

Parameters for prediction.
Parameter Symbol Value
Width of ABM (m) B(x) b(x)=0.002 +0.002x/L3
Young’s modulus of PVDF (Pa) E 3x10%
Width of fluid channel (m) Ly 0.017
Depth of fluid channel (m) Ly 0.004
Length of ABM (m) Ls 0.03
Poisson ratio of PVDF v 0.292
Density of PVDF (kg/m?3) Pm 1780[15]
Density of silicone oil (kg/m3) Ps 873b
Density of air (kg/m3) Pa 1.2[16]

2 From technical report by KUREHA.
b From technical report by Shin-Etsu Chemical.

where c is a constant. Eq. (17) is the transport equation which
describes the qualitative distribution of W(x).

The parameters for the prediction are listed in Table 1. If the
angular frequency w is given as that of externally applied acoustic
wave, only the wave number k(x) is a variable to be solved in Eq.
(16), where Eq. (16) is reduced to f{k(x))=0. At various o, Eq. (16)
is solved numerically by the Newton method. The iteration proce-
dure is repeated until the residual becomes less than a specified
tolerance of 105, The term including summation is treated from
Jj=0 to 30, which is adequate for the tolerance. The calculation is
conducted for the two cases of filling the fluid channel with the air
and of that with the liquid. The frequency is changed in the ranges
of 3.5-14.0kHz in the air environment and 0.7-3.6 kHz in the lig-
uid environment, respectively. At those frequencies, Eq. (16) gives
solutions and W(x) has a peak on ABM.

Fig. 3 shows W(x) which describes the qualitative amplitude dis-
tribution defined by Eq.(17). W(x) in the air environment of Fig. 3(a)
shows a clear peak at each frequency, where the peak indicates
the resonance at the local place. Comparing W(x) at different fre-
quencies, it is found that the peak position shifts to smaller x as
the frequency increases. It is also found that the peak value of W(x)

—
o)
—

Envelope WA(x) (a.u.)

Position x (mm)
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decreases as the frequency increases. Fig. 3(b) shows the W(x) in the
liquid environment. As same with the result in the air environment,
the peak position shifts to smaller x as the frequency increases.
However, compared with the results in the air environment, W(x)
in the liquid environment shows peaks at smaller frequencies. By
comparing the results at 3.5 kHz in Fig. 3(a) and (b), the effect of the
surrounding fluid on W(x) can be discussed in detail. Although ABM
is vibrated at the same frequency, it is found that the peak position
inthe liquid environment is shifted to smaller x and the form of W(x)
is moderated compared with those in the air environment. These
results indicate that the stronger fluid-structure interaction due to
the higher density decreases the resonant frequency and relaxes
the resonance. Based on Eq. (16), the mechanism of decreasing the
resonant frequency in the liquid environment is that the effective
mass for the vibration is increased due to the much higher den-
sity of the liquid compared with that of the air. The reason for the
moderated resonance is discussed later.

Fig. 4(a) shows the distributions of k(x) in the air environment
at 3.5, 6.0, 9.0, and 12.0kHz. In Fig. 4(a), it is found that k(x) in
the air environment increases with x. There is a certain position
of xjnc where k(x) rapidly increases. x;,. is mathematically defined
as the position where k(x) gives the largest gradient. At larger x
than xjnc, O(k(x)) is 102-103 m~! and the wavelength is 63-6.3 mm.
At smaller x than x;,¢, k(x) is very small which corresponds to
the extremely long wavelength. Comparing the results at differ-
ent frequencies, it is found that x;,,. becomes smaller at the higher
frequency. It is also found that x;;. is close to the peak position of
W(x) in Fig. 3(a). Since the result is obtained by the analysis based
on the WKB solution, the wavelength should be short enough to
treat b(x) as a slowly varying function. Furthermore, k(x) should be
gradually changed by x. Thus, the precision of result should be rel-
atively bad around x;,c and at smaller x than x;,. Fig. 4(b) shows
the k(x) distributions in the liquid environment at 1.0, 2.0, 3.0, and
3.5kHz. k(x) in the liquid environment gradually increases with x
compared with that in the air environment. Although the resonant
frequencies are different between in the air and in the liquid envi-

Envelope W(x) {(a.v) &

Paosition x (mm)

Fig. 3. Theoretical results of envelope function W(x) in (a) air and in (b) liquid environments for various frequencies.

(a) 5 o

-

Wave number k (m '1)

=

Position x (mm)

Wave number k(m

Position x {mm)

Fig. 4. Theoretical results of wave number k(x) in (a) air and in (b) liquid environments for various frequencies.
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Fig. 5. Theoretical results of local resonant frequencies in air and in liquid environ-
ments.

ronments, the orders of k(x) around x;,. and at larger x than x;. are
similar to the results in the air environment. From this result, it can
be said that the resonance is governed by the wavelength which is
strongly related to the geometry of ABM. Xy, is closely connected
with the peak position of W(x) shown in Fig. 3(b). Furthermore,
the reason for the moderated resonance in the liquid environment
can be explained by comparing Fig. 4(a) and (b). Since k(x) in the air
environment rapidly changes around the resonance place as shown
in Fig. 4(a), the evolution of W(x) also does. It is owing to the fact
that the resonance condition is governed by the wavelength. On the
contrary, since k(x) in the liquid environment gradually changes
around the resonance place as shown in Fig. 4(b), the peak of W(x)
becomes to be moderated.

Fig. 5 shows the relationship between the resonant frequency
fr and x. Both f; in the air and in the liquid environments decrease
as x increases and f; in the liquid environment is lower than that in
the air environment due to the increase of effective mass. Although
the auditory frequency is widely ranged from 20 x 103 to 20 kHz,
the device can cover only the part of it. It works at the frequen-
cies over the ranges of 3.5-14kHz in the air environment and
0.7-3.6 kHz in the liquid environment, respectively. For the clinical
application, the device should be optimized to realize the frequency
selectivity in the required frequency range for a daily conversation.
Furthermore, distribution of f; should be fitted to thatin the biolog-
ical system from the viewpoint of natural hearing. To solve these
problems, the geometrical optimizations of ABM can be effectively
carried out in our future work based on the theoretical analysis
developed here.

The theoretical analysis is carried out based on the experimental
condition, where only the bottom side of ABM faces to the liquid. In
case of ABM facing to the liquid at both sides, the difference is found
in the last term of Eq. (16) which includes the effect of surrounding
fluid. In case of the same fluid channel is placed on the upper side
of ABM and is filled with the same liquid, the last term is double of
thatin Eq. (16). Consequently, the larger effect of surrounding fluid
is induced, that is, the further decrease of resonant frequency is
found due to the increase of effective mass for the vibration, where
the figure is omitted.

Furthermore, the theoretical analysis is carried out based on the
assumption of the small amplitude. The basic equations are solved
by WKB treatment which cannot quantitatively predict the vibrat-
ing amplitude. Therefore, it is difficult to precisely estimate the
piezoelectric output which is determined by the strain in the mem-
brane. The investigation on the piezoelectric output can be made by
the numerical analysis based on the finite element method, which
is our future research.
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3. Results and discussion
3.1. Performance test in air environment

The basicvibrating characteristics of ABM in the air environment
are investigated as a preliminary experiment. This experiment is
conducted without filling the fluid channel with the silicone oil.
The amplitude distributions of vibration are measured by applying
acoustic waves of 75 dBSPL. The frequency is controlled over the
range of 1.0-20.0 kHz, which covers the part of human’s audible
frequency. The amplitude of vibration becomes relatively small at
the frequencies both lower than 3.0 kHz and higher than 18.0 kHz.
It may be owing to that ABM is designed to have LRF for the
first mode over the range of 3.5-14.0kHz in the air environment.
Fig. 6(a)-(d) show the amplitude distribution at f=4.0, 6.0, 9.0, and
12.0kHz, respectively. The amplitude distribution clearly shows
dependence on the frequency. The place with maximum ampli-
tude, where ABM is locally resonating, shifts to the smaller x as the
frequency increases. This relationship between the position of res-
onating place and the frequency successfully has similarities with
that of biological basilar membranes. Furthermore, in Fig. 6(c) and
(d), it is found that there are several extrema indicated by arrows
at the larger x than that of resonating place. These may be induced
by the standing wave due to the traveling waves to positive and
negative directions of x. The reason why the standing wave is not
observed at the smaller x than that of resonating place is that the
wavelength is relatively long at those positions. This is confirmed
by the theoretical result of relatively small k(x) as shown in Fig. 4(a).
In the biological cochlea, the acoustic wave travels from the basal
to the apex. However, in our experiment, it is applied to the entire
ABM from the air. As aresult, the relatively large effects of the stand-
ing waves are induced in our experiment due to the small damping
effects from the surrounding fluid.

Fig. 7(a)-(c) show the frequency dependences of vibration and
the piezoelectric output at Ch. 6, Ch. 12 and Ch. 18, respectively.
The amplitudes of vibration and the piezoelectric output are plot-
ted by a solid line and by a broken line, respectively. It seems that
each electrode has a specific frequency where the electrode gives
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Fig.6. Experimental results of contour maps of vibration amplitude at (a) f= 4.0 kHz,
(b) 6.0kHz, (c) 9.0 kHz, and (d) 12.0kHz in air.
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Fig. 7. Experimental results of vibration amplitude and piezoelectric output from
(a) Ch. 6, (b) Ch. 12 and (c) Ch. 18 at various frequencies in air.

relatively large outputs. The specific frequency is defined as LRF of
electrode. LRF decreases as the channel number increases, i.e., as
the position x increases. Extremal amplitudes at other frequencies
of LRF may indicate the effect of standing waves. That is, in case of
the electrode locates on the antinode of standing wave, the ampli-
tude from the electrode increases. On the other hand, in case of the
electrode locates on the node, the amplitude decreases. As reported
in Refs. [7,8,17], pretension in the membrane may be a main reason
for the standing wave which results in the multiple-peaks as shown
in Fig. 7. However, it is difficult to precisely control the pretension
in our fabrication process. Therefore, the mechanism of this result
remained to be solved in this study. The frequency dependences of
vibration and the piezoelectric output are qualitatively similar to
each other. The reason of their similarity can be explained as fol-
lows. Since ABM is relatively narrow in y direction compared with
thatin the x direction, the vibration is mainly effected by the bound-
ary conditions at y ==4b(x)/2. As the result of that, the piezoelectric
output is dominated by the ABM’s local structural strain in y direc-
tion. Furthermore, the piezoelectric constant in y direction is larger
than that in x direction. This may make the strong dependence of
piezoelectric output on the strain in y direction.

Fig. 8 shows the relationship between LRF f; and position x.
Circles are LRF which are determined by the vibration and the
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Fig. 8. Comparison of theoretically and experimentally obtained results of local
resonant frequency f; in air.

piezoelectric output. LRF decreases from 19.8 to 6.6kHz as x
increases. This experimental LRF is in qualitative agreement with
the theoretical prediction of Eq. (16) which is drawn by the solid
line. In the quantitative comparison, however, almost all exper-
imental results are slightly higher than the predictions. One of
possiblereasonsis the underestimation of E. Since E from literatures
widely distributes as 3.0-11.0GPa {18,19], we used a reference
value of 3.0 GPa for the prediction. If we use higher value of 8.0 GPa,
the precision is improved as shown by the broken line in Fig, 8.

Fig. 9(a) shows the relationship between the external sound
pressure and the amplitude of vibration in ABM. This investiga-
tion is conducted at LRF of each electrode. To show the results
over the range of 60-90 dBSPL, those are drawn in the log-dBSPL
plot. From the gradient of results, it is found that the amplitude
of vibration at LRF linearly increases with the sound pressure. The
amplitude increases with the channel number, that is, with ABM’s
width. Fig. 9(b) shows the relationship between the sound pressure
and the amplitude of piezoelectric output. The amplitude of piezo-
electric output also shows the linear relationship with the sound
pressure. These results suggest that the device can detect not only
the frequency of acoustic wave but also the magnitude of it.

3.2. Performance test in liquid environment

The performance of device in the liquid environment is inves-
tigated by filling the fluid channel with the silicone oil with the
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Fig. 9. Experimental results in effect of sound pressure on amplitudes (a) of vibration and (b) of piezoelectric output in air.
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Fig. 10. Experimental results of contour maps of vibration amplitude at (a)
f=1.5kHz, (b) 2.0kHz, (c) 3.0kHz and (d) 4.0kHz in silicone oil of 1.75 x 10~3 Pas.

viscosity of 1.75 x 1073 Pas. This investigation is intended to test
the applicability of device for implanting into the cochlea. Since
the outputs from ABM are relatively small compared with that in
the air environment, the sound pressure is increased to be 85 dBSPL
for this experiment. This decrease of outputs in the silicone oil may
be caused by energy dissipation in liquid environment due to the
viscosity and the stronger fluid-structure interaction of ABM due to
the density, however, the detailed mechanism has not been clari-
fied. Fig. 10 shows the contour maps of amplitude distribution at
(a)f=1.5kHz, (b)2.0 kHz, (c)3.0kHz and (d) 4.0 kHz, respectively.
The qualitative frequency dependence of vibration is similar to that
in the air environment. That is, the location with the maximum
amplitude is shifted to the smaller x as the frequency increases.
However, the frequency ranges where ABM shows peak amplitude
in the silicone oil are lower than that in the air environment. Com-
paring Fig. 6(a) and Fig. 10(d), the effect of surrounding fluid can
be discussed in detail. In spite of driving the device at the same
frequency of 4.0 kHz, these results clearly show the different vibra-
tion behavior. It is found that the maximum amplitude is found
at the smaller x in the silicone oil compared with that in the air
environment. This difference may be caused by the fluid-structure
interaction as discussed in the earlier section. That is, compared
with the result in the air environment, the effective mass for the
vibration is increased in the silicone oil. As a result, the place with
maximum amplitude is shifted to the smaller x in the silicone oil at
the same frequency. Furthermore, the effects of standing wave in
the silicone oil which are indicated by arrows seem relatively large
compared with that in the air environment. This fact is predicted
by the theoretical analysis that the resonance is relaxed due to the
surrounding liquid as shown in Fig. 3.

Fig. 11 shows the frequency dependences of vibration and piezo-
electric output, where they are indicated by a solid line and the
broken one, respectively. As same with those in the air environ-
ment, the two amplitudes show the similar tendency to each other.
The amplitudes have peaks at each specific frequency which is also
described as LRF for convenience. LRF of Ch. 6, Ch. 12, and Ch. 18
are obtained as 3.64, 2.32, and 1.88 kHz, respectively. From Fig. 11,
it is confirmed that the ABM’s frequency selectivity is success-
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Fig. 11. Experimental results of vibration amplitude and piezoelectric output from
(a) Ch. 6, (b) Ch. 12 and (c) Ch. 18 at various frequencies in silicone oil of
1.75x 1073 Pas.

fully realized even in the liquid environment. However, comparing
Figs.7 and 11, the peak height at the LRFbecomes low, i.e., the selec-
tivity seems worse than that in the air environment. This result
qualitatively agrees with the theoretical result that the peak is
relaxed in the liquid environment as shown in Fig. 3. In order to
dramatically improve the frequency selectivity, it is expected that
the sensor including the active feedback control which mimics the
biological cochlea should be developed in future.

Fig. 12 shows the relationship between f; and x in the silicone
oil. From Fig. 12, it is found that the LRF decreases from 4.9 to
1.4kHz as x increases, where the range is lower than that in the
air environment. The experimentally obtained LRF is compared
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Fig. 12. Comparison of theoretically and experimentally obtained results of local
resonant frequency f; in silicon oil of 1.75 x 103 Pas.
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