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R, = 0.0670 (0.0098), was obtained for the combination of the 19-
ch EEG and a prior with R==18. However, in the first step, the aver-
age (SD) of Ry was only 0.0188 (0.0118) when the priar was not
available even if the number of EEG sensors was the maximum,
64. Therefore, R=18 with |9 EEG sensors led to markedly higher
performance. Fig. 78 shows the results for R,. Two-way ANOVA
revealed significant effects of the resolution of prior information
[F(2. 4499) =21.958.09, p<0.05] and the number of EEG sensors
{F(2. 4499) = 49,62, p<0.05), but interaction between these factors
was not significant [F(4. 4499) = 0.15, p=0.965). Just like the R,
case, the correlarion became lower as rhe resolution worsened
and as the number of EEG sensors decreased (multiple comparison,
p<0.05). The lowest correlation, R, =0.080 (0.0104). was obtained
for the combination of the 19-ch EEG and prior with R=18. How-
ever. jn the first step, the average (SD) of R, was only 0.0389 (0.0178)
when the prior was not available even if the number of EEG sensors
was the maximum. 64. Therefore, R= 18 with 19 EEG sensors was
far Letter. Fig. 7C illustrates the resules of the RMSE. Two-way
ANOVA revealed significant effects of the resolurion of prior infor-
mation (F(2, 4499) = 4574.81, p<0.05] and the number of EEG sen-
sors |F(2, 4499)=139.82, p<0.05] and a significant interaction
between these factors [F(4. 4499)=16.7, p<0.05]. RMSE became
larger as the resolution of the prior worsened and as the number
of EEG sensors decreased (multiple comparison, p<0.05). The largest
RMSE was 4.3367 x107"" (2.6579% 107 **) |Am] for the combina-
tion of 19-¢h EEG and prior with R=18. However, considering that
the average (SD) of RMSE was 43575x 107" (3.4765x 107"} {Am]
when no prior was available, using the prior with R=18 produced
markedly better performance. Taken together, the performance of
VBMEG worsened as the resolution of the prior became lower and as
the number of EEG sensors decreased, but even the worst combination
of prior resolution and the number of sensors was far better than the
combination of no prior and the densest EEG as far as we investigated.
The effect of the number of EEG sensors was small as compared to
that of the resolution of the prior.

Fig. 8 shows the resulrs of additional evaluation merrics, localiza-
tion ercor and estimarion gain, for S,. For the localization error of S,
rwo-way ANOVA revealed significant effects of the resolution of
prior information |F(2, 4499) = 1117.89, p<0.05 and the number of
EEG sensors |F(2, 4499) =62.01, p<0.05] and significant interaction
between these factors was not significant [F(4, 4498)=11.23,
p<0.05}. The localization error became larger as the resolution of
the prior worsened and as the number of EEG sensors decreased
(rmultiple comparison, p<0.05). But the effect of the number of EEG
sensors was small as compared to that of the resolution of the prior.
For the estimarion gain of §,, two-way ANOVA showed significant
effects of the resolurion of prior information (F(2, 4499)=312.95,
p<0.05) and the number of EEG sensors [F(2, 4499)=46.77, p<0.05),
but interaction between these factars was not significant [F(4, 4499) =
2.35, p=10.0522]. The estimation gain decreased as the resofution of
the prior worsened and as the number of EEG sensors decreased (multi-
ple comparison, p<0.05). Again, the effect of the number of EEG sensors
was small as compared to that of the resolution of the prior. Because
both S, and S, had correct active prior information, S, showed similar
resulis (see Tables 1 and 2), From Table 1. it can be seen that the locali-
zation error was less than the spatial resolution of the prios if the correct
prior is available. From Table 2. it can be seen that the estimation gain
was 0.12 even when the source current was estimated with 84-ch EEG
using the carrect prior with the highest resolution (R=86).

The results of the second step can be summarized as follows. Esti-
mation accuracy decreased as both the resolution of prior information
and the number of EEG sensors, but the resolution had a larger effect
than the number of sensors. However, estimation with the combina-
tion of the lowesr density EEG (i.e., 19-ch) and prior resolurion (i.e.
R=18) performed far better than estimation using the densest EEG
(i.e., B4-ch) without prior.
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Fig. 8. Resulrs of the second step of the simwlanion, (A) The localizanion ervors for §) are
plotted against the number of EEG sensors. (B) The estmation gaims for Sy are plotted
agamst the number of EEG sensors. The hne colors are the sane as those in Fig. & Error
bars indicate SDs.

Resulis of human scanning experiments

EEG. MRI and NIRS activity

Experimenta) data for subject RO are presented in Fig. 9. Fig. 9A
shows the SMA, the PMA. the M1, and the primary somatosensory area
(81) determined using the Automated Anatomical Labeling (AAL) in
the WFU PickAflas (Maldjian et al., 2003) from structural MRI These
aseas were selected as the regions of interest (ROI1) for larer analysis,
because they are related to movement preparation/execution and
somatasensory information processing.

Table 1
localization error,
Number of EEG sensors 19 31 64
S
R=6 3.89 (1.90) 3.72 (2.00) 128 (1.05)
R=12 777 (3.77) 7.37 (3.81) 6.29 (420)
R=18 12.06 (5.52) 11.64 (5.74) 9.17 (6.42)
S2
R=06 4.02 (1.88) 3,95 (2.21) 3.44 (2.09)
R=12 7.59 (3.78) 7.54 (3.89) 644 (4.06)
R=18 12.36 (5.67) 1210 (5.79) 9,64 (6.28)

Mean localization errors {rom 500 combinations of sousces (S, and $;) are listed i
millimeters. SDs are histed in parentheses,
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Table 2
Estimation gain.
Number of EEC sensors 19 31 54
Sy
R=6 0.10 (0.08) 0.1 (0.08) 0.13 (0.09)
R=12 0.07 (0.05) 0.08 (0.05) 0.09 (006)
R=18 0.05 (0.03) 0.08 (0.04) 0.07 (0.04)
Sa
R=6 €.09 (0.07) 0.10 (0.07) 0.12 (D.09)
R=12 0.07 (0.05) Q.07 (0.05) 0.09 (0.08)
R=18 0.05 (0.03) 0.05 (0.03) 0.07 (D.04)

Mean estimation gains from 500 combinations of sources (S, and S5) are listed. SDs are
hsted i parentheses

Fig. 9B shows the ERPs recorded at €3 and (4 of the International
10-20 system. MRPs began to increase around 600 ms before move-
ment onset and peaked at around movement onset. The observation
that the early and late components of the MRPs were lateralized to-
wards the hemisphere contralateral to the movement, combined
with the finding that the movement onser detecred by the optical
sensor was delayed by about 130 s relative to that detected by
EMG, suggests that the early and late components of the abserved
MRPs represented NS and MP, respectively. Fig. 9C shows the fMRI ac-
tivity far right index finger movements; the movements activated the
contralateral SM1 area. These data were used as prior information for
jater current estimation with VBMEG. Fig. 9D shows NIRS activity
mapped to the corrical surface using Fusion software. Again, these
data were also used as prior information for later current estimation.
Increases in OxyHb were observed in bilateral motor-related areas,
The results revealed weak lateralization towards the hemisphere

ERP[ pV]

contralateral to rhe movement, Similar results were also found for
subject TA.

Cortical cusrent estimated by VBMEG

The spatial pattern of the estimated cortical current was visualized
by averaging the estimated current density of each dipole over the
200 ms before movement onset to focus on the brain activities in-
volved with movement execution, The temporal pattern of the esfi-
marted corrent was visualized by averaging the estimated current
density within each area of SMA, PMA, M1 and S1.

Fig. 10 shows results of VBMEG applied to 64-ch EEG data with
fMRI prior (Jeft), NIRS prior {middle), and no prior (right) for subject
RO. Figs. 10 A and B show the spatial and temporal patrerns,
respectively.

Regarding the results of the fMRI prior case, the spatial pattern
(Fig. 10A, left) was similar to the fMRI activity (Fig. 9C), confirming
the validity of the estimation, The temporal pattern (Fig. 10 B, left)
shows that current densities in the left (i.e., contralateral) PMA, Mt
and S1 began to increase around 500 ms before movement onset
and peaked just before movement onset. These results were consis-
tent with the findings of previous studies that used other source
localization methods with MEG data (Cheyne et al, 2006). The
amplitudes of the estimated currents were higher in left M1 and
$1 than in SMA and PMA, consistent with the previous studies in-
vestigating the source current from MEG during voluntary move-
ments (Cheyne et al, 2006; Huang er al,, 2004; Toda et al., 2011). In
addition, the order of the estimated amplitude was comparable 1o that
in previous studies on MEG source curent in sensorimator (Cheyne
ef al., 2006; Huang et al., 2004: Toda et al., 2011) and visual (Yoshioka
et al., 2008) regions. Thus, the results of VBMEG applied to 64-ch EEG
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Fig. 9. Experimental data for subject RO, (A) The supplementary motor, premotor, pRmary motor, and primary somatosensory areas are represented by blue, yellow, green and red,
respechvely. (B) Event-related potendals (ERPs) for nght index finger movements ar €3 and €4 of the International 10-20 system. (€} IMRI acuvity used for prior information,
(D} NIRS activity used for prior information, Note that we mapped the NIRS measyrements onto the cornical surface without solving the inverse problem.
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Fig. 10. Results of VBMEG under different priors. Eshmations with fMRI prior, NIRS prior, and no prior are shown from left ta nght. (A) Spatial patterns for esnmated currents averaged
over a 200 ms duration just before movement onset (B) Temporal panterns for estimated currents averaged within each area, PMA; premotor area, S1: pnmary somatosensory area, Mi:

PIUMArY MOLOT area, SMA: supplementary motor area.

with fMRI prior were physiologically reasonable, supporting its use as a
reference.

Rezarding the NIRS prior case, the spatial partern (Fig. 10A,
middle) was similar to both the fMRI activity (Fig. 9C) and the spatial
patteyn for the case with fMRI-prior informatjon (Fig. 10A, left). sug-
gesting the validity ol estimation with VBMEG. The temporal pattern
(Fig. 10B, middle) was similar to that for cases using [MRI informa-
tion as a prior, in accord with several previous reports (Cheyne
et al., 2006; Huang er al., 2004; Toda et al., 2011). In addition, the
order of the estimated amplirude was comparable to that in previous
studies (Cheyne et al., 2006; Huang et al., 2004; Toda et al, 2011;
Yoshioka et al, 2008). Thus, VBMEG applied to 64-ch EEG with
NIRS prior performed relatively well.

Regarding the resuits of the no prior case, the spatial pattern
(Fig. 10 A, right) showed that estimated current sources were located
in widespread areas in addition to the activated areas indicated in the
fMRI experiment (mainly leflt SM1, see Fig. 9C) and no clear laterality
was observed. Furthermore, the temporal pattern {Fig. 10B, right) for
each area was noisy, though the activities of the left M1 and S1 in-
creased during the 500-ms period before movement anset. Thus,
the performance of VBMEG with no prior information was rather
poor, in accord with previous MEG study (Yoshioka et al, 2008) and
the present simulation experiment.

The quantitative evaluation of the experimental data is as follows.
First, we describe the effect of the types of prior information (see
Fig. 10 for the qualitarive evaluation). Table 3 shows thar the current
density pattern with the NIRS prior resembled the reference pattern
(i.e., the pattern for the combination of 64-ch EEG and fMRI prior)
more than the partern with the prior in terms of spatio-temporal

(Ry) and spatial correlations (R,) and roor mean squared errors
(RMSE). This was rrue regardless of the number of EEG sensors. In ad-
dirion, estimation using the fMRI prior performed better than that
using the NIRS prior, for both 19-ch and 31-ch EEG, in terms of all
of these metrics using the reference pattern. These findings are con-
sistent with the results of the second step simulation study. indicating
that estimation accuracy was increased by the use of prior informa-
tion (even when the spatial resolution of prior information was low
and/or when the prior included incorrect information), compared
with the estimation accuracy with no prior information, and that

Table 3
Comparison of the current density pattern for each combination with the reference
pattern,

Evaluation metrics Re R RMSE [pAm/mm?]
MRI prior
31-ch EEG 0.76 (023) 0.80 (0.23) 5.82 (6.07)
19-ch EEG 0.44 (0.17) 0.53 (0.09) 12.0 (4.21)
NIRS prior
64-ch EEG 040 (D.14) 0.45 (0.13) 5.34 (2.32)
31-ch EEC 0.18 (0.07) 0.37 (0.15) 9.49 (4.81)
19-ch EEC 0.18 (D.06) 0.36 (0.12) 8.13 (4.99)
Neo prior
64-ch EEG 0.07 (0.03) 0.08 (0.04) 103.08 (83.18)
31-ch EEC 0.02 (0.00) 0.03 (0.01) 165.98 (157.57)
19-ch EEG 0.02 (0.00) 0.02 (0.01) 148,88 (181.26)

Evaluation metrics which reflect similarities between the current density pattern {or
each combination and that for the reference (1.e., the combination of 64-ch EEG and
fMRY prior) are compared. The evaluation metrics were averaged over two subjects.
SDs are listed in parentheses,
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Fig. 11. Results of VBMEG with NIRS prior under different numbers of EEG sensors. Numbers of EEG sensors [ 64, 31 and 19 (inrealty, 62, 29 and 17 sensors, because of the rejecuon of
extraordinary sensors) are shown from left 1o right, (A) Spatial patterns {or estimated currents averaged over the 200 mis period just before movement onset. (8) Temporal patierns for
esnmated cunvents averaged within each area, PMA; premotor area, S1: primary somatosensory area, M1; pnmary maotor area, SMA! supplementary motor area.

the estimarion accuracy increased with the spatial resolution of prior
information.

Next. we describe the effect of the number of EEG sensors
(Table 3: see Fig. 11 for the qualitative evaluation} in combination
with the interaction of the types of prior information and the number
of EEG sensors. When the fMRI/NIRS prior was used, all evaluation
metrics worsened as the number of EEG sensors decreased. These
findings are consistent with the second step simulation results that
estimation accuracy decreased with the number of EEGC sensors
when the prior is available. [n addition. the combinarion of 19-ch
EEG with the NIRS prior performed higher than that of 64-ch EEG
with no prior, consistent with the simulation resulr that the prior in-
formation improves estimation performance even if the spatial reso-
Jution is relatively low and the pumber of EEG sensors is few.

Discussion

The current study evaluated the performance of VBMEG for esti-
mating cortical currents from EEG dara, and investigared the effects
of prior information and the number of EEG sensors using both com-
purter simularions and real experiments. A summary of the results is
presented below.

The data from the first step simulation suggested the following:
first, as long as the magnification parameter m, was not far from
the theoretical value, the estimation performance was very high
when correct prior information with high spatial resolution was
used. It should be noted that the SNR used in the simulations was
similar ta thar observed in the present experiment. Second, two in-
correct priors showed different effects on estimarion accuracy; the

false posirive prior had little harmful effect, bur the missing prior
worsened the detection of the source, especially that with false inac-
tive prior informarion. Third, estimation performance was relatively
high for the most types of prior information when the moderate
value of the magnification parameter (mg=100) was used.

In the second step of the simulations, we observed that the perfor-
mance of VBMEG increased with both the spatial resotution of prior
information and the number of EEG sensors, but the effect of the res-
olution was larger. In addirion, estimation accuracy was better for the
combination of the lowest density (i.e., 18-ch) EEG and prior with the
lawest spatial resolution (i.e., R= 18} than for the comibination of the
highest density (i.e., 64-ch) EEG and no prior.

Experimental data confirmed the following. First, both the spatial
and temporal patterns of the estimated current produced physiologi-
cally plausible results if IMRI information was incorporated as a hier-
archical prior, This result is consistent with the simulation findings
revealing that VBMEG applied to EEG data with prior information of
high spatial resolution correctly estimated the cortical current pat-
terns, even when the noise level was similar to that in real situations.
Second, the estimated cusrent with NIRS prior information resembled
thar with fMRI prior information more than it resembled the estima-
tion with no prior. This finding is also consistent with the simulation
results indicating that the estimation accuracy was increased by the
use of prior information (even when prior information js not very ac-
curate), compared with the estimarion accuracy with no prior infor-
mation. Third, decreasing the number of EEG sensors worsened the
accuracy in the MRI/NIRS case, consistent with the second step sim-
ulation result that decreasing the number of EEG sensars slightly
worsened the estimation when the prior was available. Fourth, the
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current pattern for 19-ch EEG wich NIRS prior was more similar to
that for 84-ch EEG with fMRI prior than it was to that for 64-ch EEG
with no prior information. This finding is alse consistent with the
simulation results.

The most important result of the present study is the demonstra-
tion that. by combining EEG and NIRS data under the framework of
hierarchical Bayesian estimation, it S possible to obtain relatively
high spatio-temporal, physiologically plausible, brain activity, which
cannot be obtained using the individual data, Because both EEG and
NIRS are associated with the merits of high portability and low sensi-
fivity to body motion artifacts, VBMEGC with combined EEG-NIRS po-
tentially represents a powerful tool for neuroscience research. This
combined method is suirable for measuring brain activity in infants
or patients, for investigating brain activity related to human motor
coptrol in realistic situations (e.g., in sitting or standing positions),
and for daily use, e.g.. monitoring day-~to-day changes in brain activity
during stroke recovery or motor learning. In addition to che benefits
of combining EEG and NIRS data using VBMEG, it is important to con-
sider the potential weaknesses of VBMEG. As seen in the ficst step of
the simulation, (1) estimation accuracy deteriorates if the wrong
combinarion af hyper-parameters is chosen, and (2) the source with
false inactive prior information was hard to be detected. These meth-
odological weaknesses should be taken into account when interpret-
ing the results of estimation with VBMEG.

In this study. task protocols used in EEG, NIRS and fMRI experi-
ments were nol consistent; in EEG experiments the subjects were
instrucred to perform a repetitive right finger movement slowly (Jess
than 03 Hz), whereas in NIRS and fMRI] experiments they were
instructed to perform the motor task rapidly. According to previous
studies, the SM1 and SMA are activated during slow-rate movements,
reflecting not only the execution and somatosensory information-
processing stages. but also the preparation stage, whereas SM1 is pre-
dominantly activated during fast-rate movements, mainly reflecting
the Jate preparation, execution and somarosensory information-
processing stages (Kunieda er al,, 2000; Toma er al., 1999). In fact,
results of our MRI/NIRS experiments supported this, Considering
our simulation result chat VBMEG with missing prior exhibired diffi-
culty in detecting the source with false inactive prior, it may prob-
lematic to use fMRI/NIRS activity direcily as prior because it lacks
the SMA activity. For this reason, as described in EEG experiments
and preprocessing, we eliminated the EEG component reflecting the
preparation stage, the BP component. using a high-pass filter of 0.2 Hz.
By this preprocessing, we can focus on the brain activity common for
both IMRI/NIRS and EEG experiments, SM1 activity. We therefore
consider that the fMRI/NIRS prior used in the present study is almost
adequate. However, using the same task in the experiments for both
prior information and EEG/MEC appears to be desirable. Mareover it
will be betrer ta adopt simultaneous measurement, because when
EEG and fMRI/NIRS data are obtained in different experiments, the
possibility that the brain activity measured in the f/MRI/NIRS exper-
iment may not correspond precisely to that in the EEG experiment
may arise even if the task in both experiments is the same. Simulta-
neous measuremen( enhances the reliability of prior information,
which may improve estimation accuracy. Another merit of simulta-
neous measurement is that ic is suitable for monitering short-term
changes in brain activity, for example, during motor adaptation.
Because such changes may have little reproducibifity. it is impossible
to monitor them by measuring EEG/MEG and NIRS/fMRI separately. it
should be noted that simultaneous measurement is technically difficult
for the combination of MEG-fMRI, but is possible for EEG-NIRS.
Shimadzu Corporation has already developed a simultaneous mea-
surement system for EEG-NJRS. The present study will therefore
lay the foundations for future studies using simultaneous EEG and
NIRS measurement.

When the mismatch between brain activity measured by NIRS and
that by EEG is caused by the rask difference, simultaneous measure ment

will be che ideal solurion. However, since the physiolagical sources of
both modalities are different (ie.. EEG recards the electrical activity
and NIRS detects the hemodynamic changes), spadial charactenistics of
NIRS responses to evoked neural activity may not be consistent with
those of EEG responses. Simulation results suggest that the reliability
of estimation with VBMEG depends on the type of such physiologically
mismatch; only when the aciive areas in EEG responses are subsets of
those in NIRS resporises, the estimation is reliable.

In the simulation study, the estimation accuracy of VBMEG de-
creased with the number of EEG sensors, though the effect of the
number of EEC sensors was small as compared to thar of the sparial
resolution of prior. In rhe real experiments, the number of EEG sen-
sors also affected the estimation accuracy when the IMRI/NIRS prior
was available. This is not desirable, because it is better to reduce the
number of EEG sensors to shorten the experimental time, espedially
in infants or patients, thus reducing the burden on the subject. How-
ever, both simulation and experimental data suggest that the comby-
nation of low-density (i.e., 19-ch) EEG and low-resolution (i.e., NIRS)
prior yielded better estimation accuracy than high-density (i.e., 64-
ch) EEG alone. We therefore propose that both EEC and NIRS data
should be measured, at the cost of the number of EEG sensors.

In the present study, the estimated current amplitude in the ex-
perimental studies was in the order of 10°-10% [pAmy/mm?], similar
to that obtained in previous studies investigating MEG source cur-
rents in sensorimotor (Huang et al, 2004; Toda et al.. 2011) and visu-
al (Yoshioka et al., 2008) regions, as well as in theoretical studies
(Hamalainen er al,, 1993). However, this does not indicate that the es-
timated amplirude is frue, because the range is wide and, more im-
portantly, the amplitude in simularion data was underestimated by
approximarely 10%. Theoretically, the estimation gain decreases as
the estimated noise level increases. In addition, the estimation gain
should be underestimated if my used in the estimation is smaller
than the theoretical value. The underestimation in the simulation
study was withjn the rapge that can be explained by the elfect of
the noise level and the value of mg used in the estimation (note that
we used mg=100 though the theoretical value was 674). Because
we set the noise level in the simufation study to be simifar to thar
in real EEG data, the esrimated amplitude in the real dara may be
underestimated.

. As described above, the simularion resulrs suggest that the sparial
resolution of the prior information aftects the accuracy of VBMEG. It is
therefore important to improve the spatial resolution of NIRS mea-
surement. To this end, the skin blood flow artifact in this study was
removed by using short-distance source-detector channels, which
improved the accuracy of VBMEG: estimation accuracy were Jow
|Re=0.256 (0.219), R;=0.288 (0.273), RMSE=16.2 (16.6) pAm/
mm?| without removing the artifacts. However, even if the skin
blood arrifact is completely rejected, spatial resolution and localiza-
tion accuracy are limited by measurement geametry to approxi-
mately 3 cm. comparable with the distance berween emitters and
detectors, in the pJane parallel to the scalp. The resolution Jimitaton
can be overcome only by performing diffuse optical tomography
(DOT), which uses a model of photon migrarion through the head
to obtain the activated source (Boas and Dale, 2005). The use of the
NIRS prior obtained with this technique will be a matter for future
research.

In the present study, we used cortical and head models con-
structed from structural MR, for the following reasons. The lead
field of EEG is affected by the conductivity of the skull and scalp
much more than that of MEG. Therefore, interpreting EEG signals re-
quires more precise knowledge of the thickness and conductivity of
the tissues in the head. In the spherical model, concentric inhomoge-
neities do not affect the magnetic field at all, whereas they have {o be
taken into account in the analysis of EEG data (Hamalainen er al,
1993). In addition, as described in a previous study (Sato et al.,
2004), the introduction of structural MRI information significantly
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increased the spatial resolution of VBMEG in MEG analysis, Taken
together, these findings indicate that structural MRI should be in-
cluded as prior information, particularly in EEG analysis. Fortu-
nately, once MRI data is obtained, it can be used repeatedly. In
cases where MRI is unavailable, computed tomograpty (CT) im-
ages may provide a suitable alternative. Henson et al. (2009) com-
pared the effect of head-models on estimation accuracy. within the
context of two types of spatial prior on the sources: a single prior
carresponding o a standard L2-minimum-norm (MNM) inversion,
or multiple sparse priors (MSP), The study reported (1) no evi-
dence that a cortical model derived from an individual’s MRI was
superior to a cortical model inverse-normalized from the Mantreal
Neuralogical Institute (MNI) template, but (2) clear evidence that
a Boundary Element Model (BEM) head-model was supetior to
spherical head-models, provided individually-defined inner skull
and scalp models were used. Because skull and scalp models can
be derived from an individual's CT image, sufficient estimation ac-
curacy may be achieved by using a combinanion of individual’s CT
images and template MRL

In the analysis of experimenial data, we used different statistics to
impose spatial priors, when derived from either fMRI or NIRS; the ¢-
stafistic was used in the case of fMRI prior, but peak amplitude was
used in the case of NIRS prior. We did not use t-values in the NIRS
case for two reasons. First, t-statistics are not commonly used in the
field of NIRS but they are commonly used in [IMRI studies. Second, es-
fimation with 64-ch EEG was better for the NIRS prior based on the
peak values [averages (SDs) for evaluation metrics are as follows:;
R, =0.40 (0.14), R,=0.45 (0.13), RMSE =5.34 (2.32)] than for the
NIRS prior based on the t-value (R,=0.36 (0.11), R,=042 (0.09),
RMSE =5.79 {2.67)}}.

VBMEG with MRI or NIRS priors revealed that current density in
M1 started increasing around 500 ms before movement onset, peak-
ing just before movement onset, and exhibiting lateralization towards
the hemisphere contralateral to che movement. These results are con-
siscent with the knowledge that the NS and MP components of MRPs
arise from the concralareral M1 and are selated to late prepararion
and execution of movements. The estitnation with VBMEG from EEG
with NIRS prior is therefore a useful taol for investigating motor-
relared cortical acrivity in both normal individuals and stroke pa-
tients. Activation of the SMA was weak in the present study. This
may have been because we eliminated the BP component, arising pre-
dominantly from the SMA, using a high~pass filter. and/or because
both MRl and NIRS information as hierarchical priors of VBMEG
exhibited little SMA activity. Future studies using simultanesus mea-
soremnents of EEG and NIRS should make it possible 1o focus on SMA
activiry related to the early preparation stage, by using slow-rate
maovemenr tasks with an eveni-related design.
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Appendix A. Variational Bayesian Multimodal EncephaloGraphy
(VBMEG)

EEG forward model

VBMEG (Sato et al.. 2004; Yoshioka et 3l., 2008) is one of the dis-
tributed source methods, in which the cortical current is modeled
by a number of curcenct dipoles with fixed pasition and orientatian.

The cortical dipole current directions were assumed ro be perpendic-
ular to the cortical surface. Because EEG data contains not only brain
activity bur also the effects of artifacts, we also placed dipoles on arfi-
factual sources, eyes, according to previous studies (Fujiwara et al.,
2009; Morishige et al,, 2009). The artifact current dipoles were locat-
ed in the center of the right and left eyeballs.

According to the previous study (Fujiwara et al., 2009), the EEG
forward model, that is, the relationship between the amplitude of
current dipoles and observed electric potential ac time point ¢, is
given by

E(t) = Gbrain 'Jbrain(t) + C'eye 'jeye(t} +&(t). (1)

where E{t) is an Nx 1 vecior for the observed electric potendial (ie.,
EEG), Jpram(f) is an Lx 1 vector for the cortical current. and Joe(t) is an
Kx 1 vector for the eye current. Constants N. L. and K denote the number
of sensors, brain current sources, and eye current sources, respectively.
Goratn 15 an Nx L mnatrix, and Gege is an Nx K matrix, Cpran, and Gy are
called the lead field marrices, whase p, I-th and n, k-th elements describe
the sensitivity of the n-th sensor when a unit dipole is set on the I-th
and k-th locations. The lead field matrix for brain current sources
Gprain is calculated using a three-shell BEM head model (brain,
skull, and scalp). The lead field matrix for eye current sources Geye
is calculated by the Biot-Savart equation. Observation noise &(t)
is assumed to obey a Gaussian distribution with zero mean. Note
that, in the simulation study, we did not assume currents induced
by eyes and therefore the forward model did not have the right
hand second tern.

Estimating cuwrent variance with VBMEG

We use the hierarchical Bayesian estimation for current estima-
tion (Sato et al.. 2004). Assuming that the EEG observation noise fol-
lows Gaussian distribution with a spherical covariance, the EEG
forward model (Eq. (1)) leads to the likelihood function:

P(EUhrains.}rye)x exp [’_ g “E-Gbrm’n ’meln *Ccye ‘Jeyc ”1 > (2)

where 3 denotes the inverse of the unknown variance of EEG observation
noise. As for the prior probability distribution Po{ Jorain. Jeyel Cbrain Cepe).
we assume a Normal prior:

T 0
Po(Jlogy e exP{*%Z] (5)"“;‘1(”}« (3)
=1

where J' = [ Joroin’ Joye’ ) Ay=diag(ay). and @ = [Qprain’ Zeye’]. Vectors
Oprain ANG Qe are the inverse variances of the brain and eye current
sources, respectively,

The current invesse variance parameters ¢y are estimated by
introducing an Automatic Relevance Determination (ARD) hierar-
chical prior (Neal, 1996):

Po(y) = e (e]B000- Vo) )

where I'(x|&x.y) represents the Gamma distribution with mean @
and degree of freedom v. Ty, is a mean prior of an inverse cur-
rent variance and 7y, controls the spread of the distribution of
corresponding oy A prior current variance ?)05&}5‘ represents
the prior information about a current intensity. For large Uy, esti-
mated current J could be large. For small U)o, estimated current |
tends to be small. The parameter ‘yy, reflects the refiability (confi-
dence) of corresponding Oy, For very small vy the distribution
spreads uniformly. and prior information ¥y, does not affect the
current estimation (non-informative prior), In contrast, for large
Yjo. since the distribution is concentrated around prior mean ¥,
prior information T, influences the current estimation maore strongly.
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Because of the hierarchical prior, the estimation problem becomes non-
linear and cannot be solved analytically. Therefore, the approximate
posterior distribution is calculated by using the Variational Bayesian
(VB) method (for VB method, see Sato et al., 2004)

The Vo and vy, for cortical dipoles {i.e.. Vyraino aNA Yoramo) €an be
determined depending on whether fMRI/NIRS data are available.
Here, we will explain how these were determined in the experimen-
tal data analysis.

When IMRI/NIRS data are avaslable, the Pyran0 anG Vorano Were de-
termined in the following way. We imposed fMRI/NIRS information
on the prior variance parameter as: Doramogy = Vo + (m0~§)*vo-af‘}‘
where 15 was the baseline of the prior current variance and estimated
from the baseline interval of the EEG data by the minimum norm
estimation (Wang et al.. 1992). a, was normalized activity data
(t-value for the fMRI case and peak value of the artifact-free A{OxyHb]
data for the NIRS case) on the I-th vertex. and mo was a variance magni-
fication parameter and set (o 100 for all dipoles. We set the confidence
parameter Yunamolo 10 for all dipoles.

When fMRI/NIRS data are not available, we used uniform spatial
prior (i.e., Ugamo = Mot for all cortical dipoles) where the magnifi-
cation parameter ny was set to 100, and the confidence parameter
Yoraino Was set to 10 for all dipoles (i.e., non-informative prior).

The Vg and 7y for eye dipoles (i.e., Voo and y..e0) were set to
10% [nAm]? and 10*3, respectively, according to a previous study
(Morishige et al., 2009).

Sparial smoothness consfraint

We also assumed a spatial smoothness constraing on cthe current
distriburion along with the coctical surface {Shibata et al., 2008). For
this purpose, we used a smoothing filter matrix Wjecexp(—d3/R?),
where dy is the distance between i-th and j-th current dipoles. The
smoothing radius parameter, R, was sef to 6 mm. By introducing an
auxiliary variable Z(t) and letting

Jorain(t) = WZpoin(l), (5)

Eq. (1) can be replaced by
E(f) = é.'.brexin “Zyrin () + Geye 'Jeye(t) +&(t) (6

where GEGW is a smoothed lead field matrix. Therefore, the EEG in-
verse problem is changed to estimate Z(t) instead of j(¢t), with the
smoothed lead field matrixC. After estimating Z(t). the actual current
amplitude J(t) was calculated using £q. (5).

Appendix B. Unbiased estimation of the AUC

For each threshold f3, the number of estimarted ar simulated inac-
tive dipoles was much greater than the number of active dipales. To
interpret the AUC as a detection accuracy index. the same number
of active and inactive dipoles should be provided in the ROC analysis
(Grova er al., 2006).

Let © define the set of all cortical dipoles {card{8) =p) and §, de-
fine che ser of simulated active dipoles {card(6,)=p,). To provide
less biased estimation of ROC parameters, we randomly chose a set
@y of p, fictive dipoles among the p —p, remaining inactive dipoles,
ie. @,€0\8, Less biased ROC curves and AUC were then estimated
for those sets of p, pairs of active 8, and fictive &, dipoles.

However, the false positive rate may now be greatly under-
estimated because many spurious active dipoles are missed by the
random drawing of 8; in ©\8, We thus adopted two strategies to
choose 8y, optimizing the false positive defection. We splic the esti-
mation of detection accuracy into two components, one dedicated
1o the focalization ability of the method and the second dedicated to
false positive detection far from the simulated active dipoles.

For the localization ability, a criterion AUC s, Was estimated by
choasing the fictive dipoles wirhin a 3-cm radius sphere> centered
on the simulated active dipole, ie, 8,665""”“(90)\@0, wheye
%0} denotes the set of dipoles within a 5-cm radius sphere
centered on the simulated active dipole. For the detection of false
positive far from the simulated source, a criterion AUCy,, was estimat-
ed by choosing the fictive dipoles among dipoles far from the simu-
lated active source, ie. within the complementary set of
@sphorw( Oo): @[E (‘)\ @:phem(ea)‘

The proposed index of detection accuracy AUC was then defined
as the mean of the previous criteria:

1
AUC = 3 (AUCqo5e + AUCry)-

To obtain consistent measurements not sensitive to one particular
choice of &, AUC was estimated over 100 independent drawings of €y,
The mean AUC over those 100 trials will be presented here as an
index of detection accuracy.

Appendix C How to determine the cortical projection point of
each NIRS channel

When the NIRS channel is on a gyrus. the cortical vertex that is the
closest from the channel should be found as a single point (see Fig. 2F
of Okamoto et al,, 2004). In this case, we defined the vertex as a cor-
tical projection point of the channel. When the NIRS channel is on a
sulcus, we selected two to four costical vertices on the gyri that sand-
wich or surround the sulcus and represent local minimum distrances
(see Figs. 2G-I of Okamoto et al., 2004). To the line defined by the
wo minimum-distance vertices or to the plane defined by the three
minimum-distance vertices, we drew a normal line from the channel.
We defined a cortical projection point as the point ar which the nor-
mal line intersects the cortical surface (see Figs. 2F-] of Okamoto
et al.. 2004). In some extreme cases where we found four minimum-
distance vertices, we drew two lines defined by two neighboring,
non-overlapping vertices. We next drew normal lines from the channel
to the two lines and obrained rwo separate intersections. By reducing
four vertices to two, we could apply the procedure above. Similarly,
we tested the other combination of two lines, and applied the average
value of the two combinations.

Appendix D. Interpolation method of the NIRS data

The inverse distance weighting (IDW) method (Shepard, 1968)
was used to interpolate a NIRS value (agy) at the /-th cortical vertex
(interpolation point) on the brain using known normalized NIRS
values ar scatrered known neighborhood cortical projection points
(Takeuchi et al.. 2009). The value ay; is obtained based on a following
interpolating function:

_ oWy

=~
U] [
Zv=1 W,

where n is the number of the neighborhood cortical projection
points, w, is a weight function assigned to each neighborhood corti~
cal projection point, and f; is a known normalized NIRS value at a
known cortical projection point of the corresponding NIRS channel,

5 Grova et al, (2006) did not adopt the 5-cm radius sphere centered on the source, but
adopted the 10-th naighborhood of the source 10 calowate AUC g and AUC,, However,
the region including the 10-th neighborhoad will be different between our case and the
case of Grova et al. {20061, because the density of corncal dipoles 1s different. Table  of
Grova et 3l. {2005) suggests that the 5-cm ragus sphere is comparable to the Y0-th neigh-
borhood. Therefore, we adopted the 5-c radwis sphere.



T. Athara et al. / Neurolmage 59 (2012) 4006-4021 4021

The weight function is obtained from the following equation:

W =

B -

where d, is distance between the known cortical projection point
and the interpolation point, The number of neighborhood cortical
projection points determines how many NIRS channel points with
the known NIRS values are included in the [DW. This number can
be specified in terms ol a radius (2 cm in this paper), where a center
of the circle is the given interpolation point with ay. Thus, the ver-
tices more than 2 cm away {rom all the projection points had no
NIRS values.
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