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than the normal aorta, and the pressure-imposed test
was useful for specimens whose weakest direction was
unknown such as in the case of a diseased aorta.
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ABSTRACT

Twin reversed arterial perfusion (TRAP) sequence is a
serivus complication of monochorionic twin pregnancies,
in which arterioarterial anastomoses allow blood flow
fromt a pump’ fetus to an acardiac fetus via reversed flow
in the latter’s umbilical artery. Several trial treatments
for TRAP sequence have been reported, but all of these
bave been invasive. We present a case of TRAP sequence
in which bigh-intensity focused ultrasound (HIFU) was
applied to the umbilical artery of the anomalons twin
at 26 weeks as a non-invasive fetal therapy, The HIFU
intensity was set at approximately 2300 Wiem? with
exposure periods of 10s. Color Doppler ultrasound
showed a decrease in blood supply to the anomalous
twin, although complete occlusion of the targeted vessel
was not achieved. Delivery was by Cesarean section at
29 weeks’ gestation and the pump twin survived, without
severe clinical complications at 6 months. Copyright ©
2012 ISUOG. Published by Jobn Wiley & Sons, Ltd.

CASE REPORT

A 23-year-old woman who had had no previous pregnan-
cies conceived twins naturally. Ultrasound examination at
11 weeks® gestation detected heart beats in both fetuses;
however, pleural effusion, ascites and severe structural
anomalies were evident in one fetus. Amniotic fluid sam-
pling from the sac of the normal twin was performed at
16 weeks’ gestation, revealing a normal 46,XX karyotype.
The edema of the abnormal twin gradually worsened and
the patient was admitted to our hospital at 22 weeks.
Ultrasound examination following admission showed
that the anomalous fetus had an underdeveloped head and
upper extremities, severe subcutaneous edema, pleural

effusion and ascites. There was a severely underdeveloped
heart showing a trace of cardiac rhythm. However, blood
flow pulsation in the systemic circulation of the anoma-
lous fetus coincided with the heart beat of the normal
fetus. An arterioarterial anastomosis was detected on the
placental surface, which enabled blood flow from the
normal fetus to the anomalous fetus. On Doppler ultra-
sound we observed reversed flow in the umbilical artery
of the anomalous fetus. We concluded that the heart of
the anomalous fetus was not functioning and that the
blood supply to this fetus was supplied by the heart of the
normal fetus, leading us to diagnose twin reversed arterial
perfusion (TRAP) sequence.

Neither polyhydramnios nor signs of heart failure were
identified in the normal ferus, but because the anoma-
lous fetus displayed pronounced suhcutaneous edema and
fluid pooling, the decision was made at 26 weeks® ges-
tation to apply ultrasound-guided high-intensity focused
ultrasound (HIFU) to occlude the anastomosis and hence
interrupt the blood flow to the anomalous fetus, thus
reducing the cardiac load of the normal twin. The Ethics
Committee for Clinical Studies approved the procedure
and informed consent was obtained from the patient.

The target for HIFU exposure was the blood flow at
the point where the umbilical cord entered the body of
the anomalous fetus (Figures 1 and 2). The HIFU trans-
ducer used in this case bad a focal length of 7 cm, and
the methodology and settings for the procedure were
derived from the findings of our previous experimental
studies using animal models! =6, The HIFU intensity was
set at approximately 2300 W/cm? with exposure periods
of 10 s. Olive oil was used as the coupling agent; because
olive oil can penetrate deeply and uniformly to the depths
of wrinkles and pores in the skin and exclude air more
effectively than normal ultrasound gel, it is possible to
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Figure 1 (a) Schematic diagram showing position of the fetuses in a
case of twin reversed arterial perfusion sequence at time of
high-intensity focused ultrasound (HIFU) procedure, The imaging
probe is fixed to the HIFU transducer (b) and placed in a plastic
bag, which is filled with degassed water.

Figure 2 Extended-field-of-view ultrasound image of the two
fetuses in a case of twin reversed arterial perfusion sequence prior
to the high-intensity focused ultrasound procedure.

obtain improved ultrasound impedance coupling between
the skin and the surface of the transducer. The safety of
using olive oil as a coupling agent had been confirmed pre-
viously in animal experiments®. HIFU was administered
several times and decreased umbilical blood flow to the
anomalous fetus was confirmed by color Doppler imaging;
however, complete occlusion was not achieved. Despite
the failure to achieve complete occlusion, a hyperechoic
arca was observed just proximal to the targeted blood
vessel, indicating degeneration of the tissue by exposure
to HIFU (Figure 3), Collateral damage was not seen in
either the pump fetus or the mother.

Polyhydramnios was diagnosed at 29 weeks’ gestation
in the normal twin, making premature birth an imminent
threat, and a Cesarean section was performed. The pump
twin weighed 845 g and was admitted to the neonatal
intensive care unit with Apgar scores of 1 and 2 at 1
and 5 min, respectively. Severe subcutaneous skin edema
contributed to the large size of the anomalons fetus,
which weighed 2800 g (Figure 4). Following 6 months
in intensive care the surviving infant will shortly (at the

Copyright © 2012 ISUOG. Published by John Wiley & Sons, Ltd.

Figure 3 Ultrasound image showing a hypercchoic area (within
white dotted line) that appeared after high-intensity focused
ultrasound had been applicd to the umbilical artery of the
anomalous fetus in a case of twin reversed arterial perfusion
sequence.

Figure 4 Photograph of the anomalons fetus showing
underdeveloped head and upper extremities.

time of writing) be discharged without any severe clinical
complications,

DISCUSSION

Preliminary research has been conducted in animal models
in which HIFU was used to treat fetuses in utero=6,
These studies, which investigated the optimum intensity,
ultrasound frequency and exposure time of HIFU, and
evaluated its safety and cffectiveness in arterial occlusion,
led us to the conclusion that we can apply HIFU as a non-
invasive treatment for human fetuses. TRAP sequence was
selected as the most suitable feral disorder for in-utero
treatment with HIFU.

In this case, following HIFU treatment we observed
a hyperechoic area just proximal to the targeted vessels

Ultrasound Obstet Gynecol 2012; 40: 476478,
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but did not achieve complete occlusion of blood flow
to the anomalous fetus. In previous animal experiments,
subsequent histological tests confirmed that denaturation
due to heat had occurred at the site of HIFU exposure;
this was visible as a hyperechoic area on ultrasound
imaging®3, We therefore believe that tissuc denaturation
was induced in the hyperechoic area observed in the
p[CSCﬂt case.

One possible explanation for the incomplete occlusion
of blood flow in this case is that the distance between
the target and the maternal abdomen was larger than the
focal distance of the HIFU transducer that we specifically
made for this procedure. This disparity arose as a result
of the rapid increase in edema in the anomalous fetus; the
distance between the umbilicus of the anomalous fetus
and uterine wall significantly increased within a matter
of days. If this factor is taken into account, it should
be possible to completely occlude the inflow vessels from
the pump twin to the acardiac fetus in cases of TRAP
sequence using HIFU.

TRAP sequence was formerly treated by selective
delivery of the acardiac fetus”, However, as this is a highly
invasive procedure, subsequent less invasive therapies
with endoscopic techniques for TRAP sequence have heen
developed®=13, However, methods such as ultrasound-
guided radiofrequency ablation still involve the insertion
of devices into the uterus and direct contact with the fetus.
This carries the risk of membrane rupture, premature birth
and hemorrhage.

Althongh the procedure was not completely successful
in this case, the possibility of inducing localized
denaturation of human fetal tissue non-invasively using
HIFU has been demonstrated for the first time, marking
a step towards the more widespread use of HIFU in fetal
treatment.
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NTRODUCTION

Hemodynamics is thought to influence the
initation, growth, and rupure of intracra-
nial aneurysms (16). Although there seems
to be general consensus that high wail shear
stress (WSS) results in the initiation of in-

rate geometries of the aneurysms and adja-
centarteries. The purpose of this study was
o determine whether there were differ-
ences in the hemodynamic characteristics
of the two growing aneotysms.

MATERIALS AND METHODS

tracranial aneurysms (13-16), the h dy
namic conditions that drive the growth of
anenrysms after initiation are still not com-
pletely clear, High WSS bas been postulated
to account for aneurysm progression from
the distal neck where flow impinges (6, 8),
whereas low WSS has been associated with
aneurysm growth in the dome (1, 18, 19).
We present a hemodynamic study of two
adjacent aneurysms originating from one
parent artery but growing in different ways.
Longitudinal data sets of 3D rotational an-
giography were used 1o reconstruct accu-

Cuse Pr

A 62-year-old hypertensive female patient
presented with vertigo. Computed tomo-
graphic imaging showed no evidence of
hemorrhage but the presence of multiple
intracranial aneurysms. Magnetic reso-
nance (MR) angiography performed in
April 2009 revealed six intracranial aneu-
rysmis: two in the right middle cerebral ar-
tery. two adjacent ones in the right posterior
inferior cesebellar artery (PICA), one in the
left middle cerebral artery, and oneat the tip
of the basilar artery (Figure 1), The two

right middle cerebral artery aneurysms
were clipped in May 2009, and the basilar
tip aneurysm was treated vig coil emboli-
zation in August 2009. The presurgical
angiographic data were inaccessible digi-
tally because of the unfortunate failure of
a data storage device, The angiograph ac-
quired during the coiling was therefore
defined as the baseline for computational
fluid dynamic (CED) analysis. Thercafier,
the patient’s progress was followed up by
angiography at 6-month intervals (first
follow-up in February 2010; second fol-
low-up in August 2010).

Between the initial angiograph and that
obtained during embolization of the basilar
tip aneurysm, the three untreated anen-
tysms showed po detectable change in
shape or size. However, the two follow-up
angiographs revealed that the two aneu-
rysms in the right PICA had grown over time
(Figure 2). The proximal multilobular aneu-
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at the nital in
2t two n the right midle

rysm at the PICA=vertebral artery (VA) junc-
tion (Aneurysm 1) showed partial enlarge-
ment of the aneurysm wall, whereas the
distal, more spherical aneutysm (Anenrysm
2) showed enlargement of the whole aneu-
rysm body.

One month after the last angiography,
the two growing PICA aneurysms were
clipped individually via open occipital cra-
niotomy. Aneurysm 1 hiad yellow blebs with
atherosclerosis, whereas Aneurysm 2 was
reddish and thin walled (Figure 3).
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Digital angiography was performed by
standard transfemoral catheterization of
the right VA, and digital imaging was per-
formed using a biplanar unit (Innova 3131;
General Electric Healthcare Japan, Tokyo,
Japan). These images were obtained during
a b-second injection of a contrast agentand
a 200-degree rotation with imaging at 30
frames per second for a total of § seconds.
The corresponding 150 projection images
were reconstructed into a 3D data set con-
sisting of 512 X 512 X §12 isotropic vosels
coveringa field of view of 20 mm in all three
directions. The images were reconstructed
using a dedicated workstation,

The datz set was exported to a personal
computer to form 3D isosurfaces of the an-
eurysm using imaging software (Avizo 6.2;
Visualization Science Group, Merignac,
France). To provide consistent geometries
from the data at three different time points,
we identified on the baseline data set a ref-
erence vessel segment-—the right VA~that
remained unchanged over time. The mean
valtue of the right VA was calculated, and
one-balf of the mean value was sclected as
the first threshold for defining intraluminal
vessel volume. The segmented luminal sug-
facewas then displayed on native axial, cor-
onal, and sagiteal slices of 3D angiographic
images until the displayed luminal surface
visually matched the luminal boundary of
all regions of interest. To provide a consis-
tent threshold from baseline to follow-ups,
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the three geometries were semiautomati-
cally coregistered, and thresholds were ad-
justed to maintain the same reference diam-
eter in subsequent segmentations.

The entire model of the aneurysm com-
plex, including both PICA aneurysms, was
created using comumercial software (Magics
RP 13.1; Materialise, Leuven, Belgium).

Care was taken to ensure proper length of

the parent artery (VA). The volumetric grid,
composed of tetrahedral elements, was
generated using meshing software (Gambit
2.4; ANSYS Inc., Lebanon, New Hamp-
shire, USA) with a resolution of 0.1 mm,
resulting in approximately 1.5 rillion ele-
ment meshes.

Curantitation MR Yelacimetry

Quantitative MR velocimetry was per-~
formed on this patient using a 3-Tesla MR
image scanper (Signa HDxt 3.0T: General
Electric Healthcare Japan) just before the
last angiography. The protocol entails per-
forming a standard axial 2D time-of-ilight
MR angiography of the cranial vasculatare
to select a slice orientation for the arterial
blood flow measurements. The optimal
perpendicuiar scan plane was determined
using the acguired time of flight images.
The coordinates obtained specify the posi-
tion of an obligue fast 2D phase-contrast
sequence, which was then performed based
on these coordinates using a peripheral
gated 2D phase-contrast sequence with the

used as the inlet condition in numerical

imulations, and the ¢ d fractional
flow rates were specified for two outlet
boundaries: 0.15 for the right PICA and 0.85
{or the right VA,

CFD Sinpulntions

Following the conventions for CFD in large
vessels (3), blood was treated as an incom-
pressible Newtonian fluid; vessel walls
were assumed rigid, and no-slip boundary
conditions were applied at the walls. A fi-
nite-volume package, Fluent (ANSYS Inc),
was used to solve the governing equations:
3D unsteady Navier-Stokes equations and
the equation of continuity. Patient-specific
puisatile flow conditions, derived from the
MR velocimetry at the second follow-up,
were prescribed at the inlet boundary (the
right VA) of the three models, It was as-
sumed that the waveform does not change
appreciably over time. The diffusion Auxes
in the direction normal to the inlet plane
were assumed to be zero, and normal gradi-
ents were neglected. For the two outlet
boundaries, we speeified the fractional flow
rate through each outercalenlated from the
results of the MR velocimetry. A total of
three cardiac cycles were computed using
100 time-steps per cycle; the results for the
third cycle are presented.

Data Analysi

following i p P
time, 25; echo time, 5.4; number of excita-
tions, 1; field of view, 160 X 160 mm; ma-
trix, 512 X 5123 voxel size, 0.3 ¥ 0.3 mm;
velocity encoding, 100 and 50 emfs for the
VA and PICA, respectively; imaging time,
approxi ly 5 mi ial direc-
tion; peripheral gated with electrocardiog-
raphy, 30 phases. The phase-contrast im-
ages were transferred to the workstation for
flow quantification using dedicated soft-
ware (CV flow; General Electric Healtheare
Japan). A region of interest was semiauto-
matically placed on the phase-conirast im-
ages over one cardiac cycle. The velocities at
all of the pixels inside the vessel border were
integrated to calculate the ffow in milliliters
per minute, The quantitative waveform over
one cardiac cycle was then drawn using
these flow rates.

The flow rates were 83.3 and 12.2 mL/
min in the right VA and right PICA, respec-
tively. The waveform for the right VA was

To visualize tlow patierns, 31 stireamlines
of intra-aneuxysm tow at peak systole and
end diastole exiting the PICA were plotted
in the model at each time point {baseline,
first follow-up, and second follow-up) us-
ing commercial software (ANSYS CFD;
ANSYS Inc).

WSS refers to the tangential frictional
stress caused by the action of blood flow on
the vessel wall. For pulsatile flow, the time-
averaged WSS was calculated by integrating
WSS magnitude overa cardiac cycle for each
tetrahedral element (g):

1 -
wss = f: [ERES

where 7 i3 the instantaneous WSS vector
and T is the doration of the cycle. Because
low WSS has been associated with aneu-
rysm growth and rupture (18, 19, 23), we
calculated WSS for the entire model ateach
time point.

To describe the remporal disturbanee of
intra-aneurysm flow, oscillatory shear in-
dex {OS1), a dimensionless measure of di-
rectional changes in WSS, was calenlated
using the formula reported by He and
Ku (7):

osi =1l I . T“mi
2. f:]'r,(,ldtl

Note that 0 = OSI < 0.5, with o being
completely unidirectional shear and 0.5 be-
ing completely oscillatory. Because high
OS1 has been shown to be significant for
ruptured aneurysms (22), we suspected that
itmightalso bereiated to aneurysm growth,
Therefore, we calculated the OS] for the en-
tire model at each time point.

RESULYS

Figure 4A shows reconstructed 3D models
of the PICA aneurysm complex from the
three angiographs: the baseline and two
follow-ups. To clearly visualize the regions
of aneurysm growth, we overlapped three
models by aligning the VA to achieve accu-
rate marching, because this parent artery
experienced no change over the observation
period (Figure 4B). Clearly, the proximal
aneurysm (Aneurysm 1) grew slightly on the
superior side, whereas the distal aneurysm
(Aneurgsm 2) showed enlargement of the
whole aneurysm body. Aneurysm 1, which
wis complex shaped with four blebs, grew
in the region of the small bleb at the top,
whereas the round-shaped Aneurysm 2
showed drastic enlargement. of the whole
sac. The extended tip ar the botrom of Ap-
eurysm 2 observed at the first follow-up
suggests that its growth started from the
bottom.

Figure § shows snapshots of the flow
field (3D streamlines) captured at peak sys-
tole (A} and diastole (B). Note that the
growing region of Aneurysm 1 experienced
high-velocity tlow. The inlet velocity wave-
form measured by MR velocimetry is also
given.

Figure 6 shows the distribution of WSS
and OSI in two views. Although Figure §A
presents the lateral view consistent with
other figures presented above, the growing
region in Aneurysm 1 cannot be examined
in detail. To observe the growing region of
Aneurysm 1 en face, we changed the viewing
angle and plotted the results in Figure 68.
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Aneurysm 1

y Aneurysm 2

| (6 months)

{6 months)

] Baseli‘ne ©) !

1
[2¢ ollow up (1) ]

1
[ 2% follow up (2} |

th,
Aneutysm 1, being complex shapad,
prasented with four blebs and gradust
enlargement of the small bleb at the top.
Aneurysm 2, being round shaped, presented
with drastic gement of the whole sac,
prebably starting from the dottor, Images
were aligned to rratch the parent artery (the
fight VA) from all thres time points. Note
that the right PICA was pulted downward by
the enlarging ansurysm at the first follow-up
and remained in that position at the second
folfow-up. PICA, posteriar inf ceratellar
artery; Rt right; VA, veriebral artery.

Growing regian,
Aneurysm 2

whole sac during the time interval before
the next follow-up. Flow simulations re-
vealed that the growing bleb of the mult-
lobular ancurysm was located near the in-
flow zone and demonstrated high-velocity
flow and physiological levels of WSS, In
contrast, the large round aneusysm showed
fow intra-aneurysm flow, low WSS levels,
and unstable flow patterns (higher OSD) in
the dome, We speculate that the differences
in the hemodynamic, morphological, and
vascular characteristics of these two aneu-
rysms indicate different mechanisms for
their growrh.

Regarding the partial growth of Aneu-
rysm 1, high WSS has been postulated to
account for aneurysm progression from the
distal neck, where flow is impeded (6, 8).
Meng etal. have shown that in animal mod-
els, high flow impact leading to bigh WS$
and steep gradients of stress can cause de-
structive remodeling of the wall and anco-
rysm ipitiation (12, 14, 15). Cebral et al.
showed that high flow impact might be an
indicator of bleb formation and that most
blebs progress to low WSS states alier the
blebs are formed (4). Shojima et al. specu-
lated thatsuch flow impact produces a steep
shear gradient near the impact zone and

From Figures 5and 8, itis evident thatthe
growing area in Aneurysm 1 (a mild bleb on
the top) was located near the inflow zone
and therefore experienced high-velocity
flow near the wall, as shown by the colored
streamlines in Figure 5. This growing re-

gionwas subjected to physiological levels of

WSS (0.45~1.20 Pa) (10, 18), much higher
than the WSS (~0.30 Pa) experienced by the
mote protruded blebs on Aneurysm 1. As
this bleb enlarged, its WSS decreased. The
QOSI in the growing bleb was initially lower
than that in the other blebs but increased
with time,

Aneurysm 2, on the other hand, experi-
enced low intra-aneurysm flow in its grow-
ing It started with a rather low WSS
(0.02-0.45 Pa) and a high O8I (~o0.2g) at
the baseline; as the whole sac enlarged, the
WSS sequentially decreased and the OS1 se-
quentially increased, Time-resolved visual-
ization (not shown) revealed that the flow
field in Aneurysm 2 was unstable, with the

flow divisions and vortex structures moving
around during the cardiac cycle (12). The
intra-aneurysm flow during the cardiac ey-
cle became more and more unstable as the
aneurysm sac enlarged, which is consistent
with the increase in the OSI.

DISCUSSION

The purpose of this study was to determine
whether there were differences in the he-
modynamics of two adjacent aneurysms

1 the low shear-mediated process
on the aneurysm wall (18), These underly-
ing mechanisms might explain the growth
of Aneurysim 1 and suggest that the growing
region of Anenrysm 1 was in the process of
developing a bleb like the other three blebs
on this aneurysny. The intraoperative view
of Aneurysm 1 at the end of examination
period did not expose the growing region;
therefore, we do not know if the wall of the
growing region was yellowish with athero-
sclerotic plaque like the other part of this
aneurysm ot if it was reddish and thin
walled like Aneurysm 2.

“The growth of Aneurysm 2, ina low shear
stress environment, may be consistent with
obscrvations by Boussel et al. (1). In their
llent longitudinal study, seven growing

that d different morphologic and
vascular characteristics and were growing
indifferentways. Oneaneurysin (Aneurysm
1), whichwas multilobular ini shape, already
had three prominent protrusions (lobes)
with an atherosclerotic wall. During the ex-
amination period, it was seen to grow on a
fourth bleb. The other aneurysm (Aneu-
rgsm 2) was reddish, thin walled, and
round, It grew rapidly by enlargement of the

aneurysms were followed using 1.5-T MR
angiography and patient-specific CFD.
They found that aneurysm growth oceurred
in the wall exposed to abnormatly low WSS
(). Oursimulations (with higher resolution
geometries derived from 3D rotational an-
giography) produced similar results, show-
ing association of low WSS with aneurysm
growth. In addition to low WSS, we suggest.
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Aneurysm 1,
growingregion  RLPICA

I ; {6 moriths) @

| (6 months) | *

pecksystole | A

Flow rato{mifs)

0 02040608 § 12
Time (3)

ed at the right ver

1t follow up

Figure 5. Snapshots of flow feld 30 streamhnie) capiured at pesk systole
(A} and late diastole (B) as indicated on the inled velecity waveform

i bral artery by MR velocimeiry during ihe
fellow-up. The same waveform was used to run all thres

3D, three-dimens:c

20 follow up

simulations, Note that the growsag regon of Ansurysm 1 expal
flow near the entrance. PICA, pos: il
L VA, vertebial ariery,

inferior cerebeilar art:

that such aneurysm growth is associated
with a high OS], which indicates unstable,
disturbed flow with significant directional
change of WSS during the cardiac cycle.
Xiang et al. found that WSS and the OSI are
the significant hemodynamic factors thar
determine apeurysm rupture (22),

Our findings support those of Boussel et
al. (1), suggestingd correlation between low
aneurysmal flow hemodynamics and aneu-
rysm growth. Our study did not indicate a
causal relationship between the two, al-
though such a relationship is entirely possi-
ble. Blood vessels can remodel in response to
an abi 11 lynamic j
(x0). Anenrysm enlargement could be driven
by bioiogical processes mediated by unfavor-
able hemodynamic conditions such as low
and oscillatory fluid shear stress, which have
been shown to activate atherogenie and pro-
inflammatory signating pathways in endothe-
lial cells (s, 11. 17). Activation of such inflam-
matoty path might cause degradation of
the aneurysm wall and growth of the aneu-
ysm.

Our current study, based on patient-spe-
cific geometries, suggests that aneurysm
growth is associated with a decrease in WSS
and an increase in the OSIL Although it is
not clear whether low WSS and a high OSI
influence aneurysm growth, the reverse is
almost certainly true: anenrysin geometry
changes will result in changes of intra-an-
eurysm flow dynamics because geometry
determines the flow. As demonstrated in
numerical experiments by Tremmel et al,
(21), aneurysm enlargementis followed by a
decreased WSS on the aneurysm wall and
often by an increased flow instability {the flow
splits ino multiple vortices that move
around). Increased fow instability is accom-
panied by increased ditectional changes of
fluid shear stress on the anenrysm wall, thus
increasing the OSL

The unanswered but highly intriguing
question is whether certain hemodynamic
factors, such as the high flow in the inflow
zone of Aneurysi 1 and the disturbed flow
in the dome of Aneurysm 2, are responsible
for aneurysm growth, Further clinical stud-

ies are required to ascertain the significance
of the relationship between hemodynamics
and aneurysm history, In vivo studies are
required to clarify the mechanobiological
effects of hemodynamic factors on the an-
eurgsm wall. Such an understanding could
lead to exciting opportunities for predicting
aneurysm growth by image-based CFD.
Our CFD simulations include typical sim-
plifications made in model generation and
boundary conditions (20). Several biologi-
cal properties such as the viscoelasticity of
the vessel wall and the non-Newtoniun
property of the blood ate neglected for tech-
nical reasons. For the inlet condition, we
used a pulsatile waveform obtained on this
patient before the third angiography for all
three simulations. It should be pointed out
that this is an improvement over what has
been typically done in CED, where a non-
patient-specific waveform is used as the in-
let condition (2). We believe that despite
these simplifications, our CFD analysis has
captured the main hemodynamic features
of growing aneurysms. The region of aneu-
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Figure 6. Distribution of time-aversged wall shear stress (WSS} and
ascillatery st
Fignres 2-5; {B) En face view of the growing area in Anzurysm 1 (blood in VA comes whaolz
towards the rzader). As evident from 8, the growing tegion of Anevrysm

experignced higher WSS and lower OS1 than the more protruded blebs; however, us

enlarged, the WSS cantinued 10 dle

cerzbetlur artery; K1, tight; VA, vertebral artexy.

this bieb enlarged, the WSS is seen to decrzase (black arow) 2nd OS1 1o slightly

increase (whitr arrowhrad) with time. Augnrysm 2, on the other hand had rather jow
hear index (081} in two views: [A) Lateral view consistent with WSS {seen from both Asnd ) and high OS] (seen frum A) to start with, zd as tie
e and OS] contintied 1o increase.
Note that the scale 0l WSS in A is smadler than that in B. FICA, posterior inferior
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rysm growth could esperience either high
WSS at the inflow zone or low WSS and a
high O8I in the aneurysm sac.

SONCLUBIONS

We have shown two growing aneurysms
with different hemodynamic characteris-
tics and growing patterns: a proximal
multilobular aneurysm was growing a
eb near the inflow zone with high local
veluuty and physiological levels of WSS,
whereas a distal rounded aneurysm was
growing the entire sac featuring low and
unstable intra-aneurysmal flow, with low
WSS and bhigher OSI. Thus, growing an-
eurysms may have heterogeneous hemo-
dynamic, morphologic, and vascular
characteristics associated with different
mechanistic pathways,
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Improving Detection Algorithm of Life-threatening Archythmias for Implementation of
Timplantable Cardioverter-Defibrillators
Makoto Abe*, Member, Makoto Yoshizawn®*, Nou-member, Telma Keiko Sugai***, Non-member,
Noriyasu Homma**, Non-member, Norihiro Sugita®, Non-metnber, Knzuo Shimizu****, Non-wember,
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The bnplantable cardioverter-defibrillator (ICD) is an effective therapeutic device for rescuing patients
with cardinc diseases from death caused by life-threatening arrhythias. The anthors previously proposed a
detection algorithan of life-threatening arrhytoniags with a mmitiple regression model. To enhance the classi-
fieation accurscy, in the present study. we have introduced an autoregressive filter and a multiple detection
process into the previous detection algorithin, The experimental results showed that the proposed wethod
coukd nttain s high aceuracy such that all ventrienlar fibrillation rhythms coukd be exactly detected. In addi-
tion, detection errors of sinus rhythms or supraventricular tachyarrhythmiag provoking the ICD malfunction
were reduced. !
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Reproduction of pressure field in
ultrasonic-measurement-integrated simulation of blood flow
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SUMMARY

Ultrasonic-measurement-integrated (UMI) simulation of blood flow is used to analyze the velocity and
pressure fields by applying feedback signals of artificial body forces based on differences of Doppler
velocitics between ultrasonic measurement and numcrical simulation, Previous studics have revealed that
UMI simulation accurately reproduces the velocity field of a target blood flow, but that the reproducibility
of the pressure field is not necessarily satisfactory. In the present study, the reproduction of the pressure
field by UMI simulation was investigated. The effect of feedback on the pressure field was first examined
by theoretical analysis, and a pressure compensation method was devised. When the divergence of the
feedback force vector was not zero, it influenced the pressure field in the UMI simulation while improving
the computational accuracy of the velocity field. Hence, the correct pressure was estimated by adding
pressure compensation 1o remove the deteriorating effect of the feedback. A numerical experiment was
conducted dealing with the reproduction of a synthetic three-dimensional steady flow in a thoracic aneurysm
Lo validate results of the theoretical analysis and the proposed pressurc compensation method. The ability
of the UMI simulation to reproduce the pressure field deteriorated with a large feedback gain. However,
by properly compensating the effects of the feedback signals on the pressure, the error in the pressure field
was reduced, exhibiting improvement of the computational accuracy. It is thus concluded that the UMI
simulation with pressure compensation allows for the reproduction of both velocity and pressure fields of
blood flow. Copyright © 2012 John Wiley & Sons, Lid.
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1. INTRODUCTION

Circulatory diseases such as heart disease and cerebrovascular disease are major causes of death.
In vivo and in vitro experiments and numerical simulations of blood flow have been extensively
carried out, indicating the relationships between diseases and hemodynamics [1,2]. Blood flow
information acquired by medical imaging techniques, such as ultrasonic measurement, magnetic
resonance imaging (MRI) and computed tomography (CT), or directly measurcd by a catheter,
sphygmomanometer or electrocardiogram is limited. On the other hand, blood flow simulation pro-
vides detailed information on three-dimensional unsteady hemodynamics including wall shear stress
and pressure distributions. However, as it is inherently difficult to correctly specify the boundary
and initial conditions, the computational results may differ from the real blood flow field data [3,4].
Several methods have been proposed for flow simulation using defective boundary conditions, in
which only flow rates are known (5, 6]. However, their efficiency for blood flow in a complicated
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vessel configuration remains to be investigated. Other factors, such as assumption of a rigid vessel
wall, and uncertainties in vessel geometry, physical properties, and the model of the blood rheology,
can also introduce errors into the computation. Consequently, at present, the diagnosis of circulatory
diseases depends on empirical knowledge with limited measurement data. An innovative technique
for accurate and detailed reproduction of blood flow field in a blood vessel is needed to realize more
accurate and reliable diagnoses.

Various methodologies have been developed to computationally reproduce a flow field by
integrating measurement and computalion to overcome individual disadvantages. These methods
include a method using proper orthogonal decomposition 17,81, data assimilation based on Tichonov
regularization [9], least-squares finite element methods {10, 11], the Kalman filter [12], varia-
tional methods [13, 14], and measurement-integrated (MI) simulation [15-18]. Data assimilation
based on four-dimensional variation is widely used, especially in numerical weather forecasting
[14]. However, it requires huge computational resources to repeatedly solve flow dynamics and its
adjoint, and therefore, is not suitable for application to problems of real-time flow reproduction.
In contrast, the Kalman filter and MI simulation are rather simple methods sequentially comparing
the computational result with the corresponding measurement data and directly feeding back the
differences to the numerical simulation. Compared with the Kalman filter, which usually employs
a low-dimensional linear model, the MI simulation, which uses computational fluid dynamics as a
mathematical model, can provide a solution with high accuracy once a convergent result is obtained
although there is no systematic design method of the feedback signal. The authors have applied
MI simulation to blood flow analysis by integrating medical measurement (vltrasonic measurement
or phase-contrast MRI) and numerical simulation [19, 20]. With ultrasonic-measurement-integrated
(UMI) simulation, the blood flow field is analyzed by applying artificial body forces proportional to
the differences between the measured and computed Doppler velocities of the blood flow. Figure 1
shows a block diagram of the UMI simulation. Note that a ‘Pressure compensation’ block is newly
added in this paper as explained in the following section. In our previous studies, a two-dimensional
UMI simulation using real ultrasound color Doppler images was conducted {19). The transient and
steady characteristics of UMI simulation and the efficiency of feedback to reproduce unsteady three-
dimensional hemodynamics were investigated by numerical experiments [21-23]. Those studies
revealed that the UMI simulation improved computational accuracy in comparison with the ordinary
simulation, making the computational velocity vector field approach that of a model solution of
real blood flow. However, the reproducibility of the pressure ficld was not necessarily satisfactory
121,24}

In this study, reproduction of the pressure field by UMI simulation was investigated. In the
second section of this paper, the effect of feedback based on Doppler velocity on the pressure field
is first examined by theoretical analysis, and a pressure compensation method is derived. In the
third section, results of the theoretical analysis and the proposed pressure compensation method are
validated by a numerical experiment dealing with a synthetic three-dimensional steady flow in a
thoracic ancurysm.

Bicod flow field Reproduced flow field
¢
ftraso §
Ultrasound Doppler Foadback e l\.iumers.cal
measurement sxmutatxon
* ]

Figure 1. Block diagram of the UMI simulation.
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PRESSURE REPRODUCTION IN UMI SIMULATION

2. THEORETICAL ANALYSIS

The effect of the feedback signal on the pressure field in the UMI simulation is clarified by
theoretical analysis, and a pressure compensation method is developed.

2.1. Effect of feedback signals on the pressure field

The governing equations of the UMI simulation of blood flow in a blood vessel are the Navier—
Stokes equations and the equation of continuity.

p(g—‘:+(u~V)u)=uAu—Vp+f, (63
V-u=0, @

where u = (v, v, w) is the velocity vector, p is the pressure, p is the density, u is the viscosity,
t is the time, and f = (fx, fy, Jz) is the external force term corresponding to the feedback signal.
By substituting Equation (2) into the divergence of Equation (1), the pressure equation is derived
as follows:

Ap=—V.pu-Vyu+V.f [©)]

Equations (1) and (3) are employed as the governing equations in the following analysis.
Regarding the boundary conditions, correct velocity profiles are assumed to be unknown, and a
uniform or parabolic parallel profile with a known flow volume and free flow condition are specified
at the upstream and downstream boundaries, respectively, The initial flow condition is an arbitrary
flow field.
The feedback signal, f, in Equation (1) is an artificial body force, which is proportional to the
difference between the computed and measured Doppler velocities in the feedback domain defined

in the computational domain:
W ®afu—uy) (pU>
=K ——2 ], 4)
f v U L (O]

where K is the feedback gain (nondimensional), U is the characteristic velocity, L is the
characteristic Jength, and w, is the velocity vector of the real blood flow. @4 (d = 1, 2, 3)
is a projection function of a three-dimensional vector to the d-dimensional subspace [21]. The
projection of the three-dimensional velocity vector in the direction of the ultrasonic beam in the
UMI simulation corresponds to the case of d = 1, and & (u) and & (u,) correspond to computed
and measured Doppler velocities, respectively. Here, measurement errors, such as noise, contained
in ultrasonic Doppler measurement are ignored for simplicity. Note that, in our previous study [23],
the effects of major measurement errors on the computational accuracy of the UMI simulation were
investigated, and methods to compensate those effects were proposed. The special case with K =0
corresponds to the ordinary numerical simulation without feedback.

Previous studies [21-23] have revealed that with a proper application of feedback, the
computational velocity field approaches the real velocity field of the blood flow. Generally, because
a velocity field has a unique pressure field, it was expected that the computational pressure field
would concurrently approach the real pressure field. However, the reproducibility of pressure field
was not necessarily satisfactory.

The pressure field by the UMI simulation is discussed in the following. The velocity field, ug,
and the pressure field, p,, of a real blood flow satisfy governing Equations (1) and (3) without the
external force term, f, with the upstream and downstream boundary conditions of the correct velocity
profiles and with the initial condition of the correct velocity vector field at the first time step:

du
4 (3—15 + (u- V) “s) = pAug —Vp;, (5)
Aps ==V p(u,- V) u. ®)
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In the UM! simulation, incorrect specification of boundary conditions introduces error to the
computational result as compared with the real blood flow, but the feedback based on Doppler
velocity works to reduce the error in the velocity vector field in the feedback domain. Therefore, in
the equation derived from the subtraction of Equation (6) from Equation (3), the velocity vector, u,
is approximately equal to the real velocity vector, us, and the following equation is approximately
satisfied in the feedback domain:

Ap=A7p;+ V- f. (W)

This equation implies that the pressure ficld, p, of the UMI simulation becomes different from
the real pressure tield, ps, because of the effect of feedback in the case that the divergence of the
feedback force vector is not zero.

2.2. Pressure compensation method

A pressure compensation method for the UMI simulation is introduced. The pressure compensation
is applied after the convergent results of velocity and pressure are obtained (see Figure 1). The
correct pressure field, ps, is expressed as the summation of the computational result, p, and the
compensation term, py.

ps=p+pr [©))

With Equation (7) and Equation (8) operated by Laplacian operator, the following equation is
obtained,

Apr ==V 1. ®

The pressure compensation, py, is calculated from Equation (9) by setting zero value at the
boundaries of the computation domain. In the case that the blood flow is considered to be
parallel flow such as the one in a straight blood vessel, pressure is constant over the cross-section
perpendicular to the flow. In addition, if the flow rate in the UMI simulation is identical to that of
the real flow, the pressure differences between upstream and downstream boundaries are the same
between the cases. Consequently, the boundary conditions of the pressure equations for p and ps
can be considered to be the same. Because pr = p, — p from Equation (8), the value of p; should
be zero at the upstream and downstream boundaries. By substituting the pressure compensation, pr,
into Equation (8), an estimated value, p;, of the correct pressure is obtained.

The proposed pressure compensation method is equivalent to a modification of the UMI
simulation retaining only the divergence-free part of the feedback signal, fyiy. The feedback signal,
f, can be decomposed to an irrotational part, fi,, and a divergence-free part, based on Helmholtz
decomposition [25]. Pressure compensation, py, obtained from Equation (9) determines the irrota-
tional part of the feedback signal as fir = —V py, which does not contribute to improvement of the
computational accuracy of the velocity field, but deteriorates that of the pressure field.

2.3. Discretization

Outlines of discretization of the governing eguations of the UMI simulation, including the pressure
compensation equation, are described in this section. The above-mentioned governing equations are
discretized by means of the finite volume method and are solved with the SIMPLER method {26].
The concrete notations of the parameters in the following equations, and supplementary pressure
correction equations and velocity correction procedure in the SIMPLER method, are explained
in [26].

The x-directional momentum equation in Navier—Stokes equations of Equation (1):

Bpuijk= Z Bupuny + Sijk + Ai (Picr,je = Pijk) + AV jk fri s (10)

where Bs are the elements of the matrix consisting of all of the diffusive terms and a part of the
convective terms in the discretized Navier-Stokes equation, and (3_ B,pu,s) is the summation of
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the values at six adjacent nodes in the three-dimensional computation. The second term, S j &, on
the right side is the source term, which consists of a part of the convective terms and a part of the
time-derivative term. The third term is the pressure gradient term in which 4; is the cross-sectional
area of the control volume, and the last term is the feedback term in which AV ; x is the volume of
the cell. Subscript p denotes the position where u(i, j, k) is defined, and nb means adjacent nodes.
Equations for y-directional and z-directional momentums are analogous to that in Equation (10).

The pressure equation of Equation (3):

Cepijk = CubPub+Spi s +Shi s an

where Cs are the elements of the matrix derived from discretization of the pressure equation, Spi,; k
is the source term derived from discretization of the first term on the right side of Equation (3),
and Sy; jk is the source term because of the feedback. Subscript P denotes the position where
p(, J, k) is defined. The source term because of the feedback, Ss; ; & is denoted in the following
equation:

Stiix= BLP[(fxi,j,k ~ friv1idk)Ai (fyi,)‘,k = fyijrik) Aj + Uzijie = Soijrr) Akl

(12)
where A;, Aj, and A are the cross-sectional areas of the control volume facing each direction.

Pressure compensation for feedback of Equation (9):
Equation (9) is also expressed in a way similar to the pressure equation

CPP./;',,‘,k = Z Cab Dy =St jior (13)

where coefficients Cp and C,yp, and the source term S 7; j x are identical with those in Equations (11)
and (12).

3. VALIDATION WITH NUMERICAL EXPERIMENT

Results of the theoretical analysis and the proposed pressure compensation method are validated
by a numerical experiment dealing with a synthetic three-dimensional steady flow in a thoracic
aneurysm. Ultrasonic measurement provides the Doppler velocity necessary for the feedback in
UMI simulation, but it does not provide other information necessary for evaluating the UMI
simulation such as three-dimensional velocity vectors or pressure field. Hence, we do not use real
measurement data for the reference data. Instead, we use a numerical solution for a synthetic steady
flow with realistic upstream and downstream velocity boundary conditions called ‘standard solution’
as a model of real blood flow to perform the numerical experiment. The boundary conditions of the
standard solution are determined from a preliminary simulation of blood flow in a whole aorta
including an aneurysm., Reproduction of the standard solution by the UMI simulations with/without
the pressure compensation and the ordinary numerical simulation without feedback are investigated.
The numerical simulations conducted in this section are summarized in Table I

Table 1. Classification of preliminary simulation (PS), standard solution (S8), UMI simulation (UMIS),
and ordinary simulation (OS).

Name Solver Domain Grid Boundary velocity  Feedhack Note
PS FLUENT Whole aorta Hexahedral Uniform inlet N/A Boundary velocity for
Figure 2(a) 142,417 Free stream outlet SS was ohtained.

SS Original Aneurysm  Orthogonal Specified velocity  N/A Model of real flow
(SIMPLER)  Figurc 2(h)  40x34x49 inlct & outlet

UMIS  Original Aneurysm  Orthogonal Uniform inlet Applied  Measurement data was
(SIMPLER)  Figurc2(b)  40x34x4Y  Free strcam outlet was gencrated by SS.

oS Original Aneurysm  Orthogonal Uniform inlet N/A

(SIMPLER)  Figure 2(b) 40 x 34 x 49  Free stream outlet
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3.1. Methods

A numerical experiment was conducted to investigate the computational accuracy of the pressure
field by the UMI simulation and to examine the efficiency of the proposed pressure compensa-
tion method. The objective was a steady flow in a thoracic aneurysm, which was the same as in a
previous study [22]. A steady numerical solution with realistic boundary conditions was first defined
as the standard solution. The boundary conditions of the standard solution were determined from
a preliminary simulation of blood flow in a whole aorta including the aneurysm. Although gencra-
tion of synthetic measurement data for validation of new algorithms has been investigated 127, 28),
the computational three-dimensional velocity vectors were simply projected in the direction of the
ultrasonic beam without consideration of measurement errors to obtain the Doppler velocity of the
standard solution. Then, with inaccurate boundary conditions but with the correct flow volume,
UMI simulation and an ordinary simulation without feedback were performed. In the UMI simula-
tion, Doppler velocities of the standard solution were used for feedback. After the convergent results
of velocity and pressure were obtained, the pressure compensation was applied to the pressure field
(see Figure 1).

A preliminary simulation for a whole aorta was first performed. The configuration of the
whole aorta from the ascending aorta to the abdominal aorta, including an aneurysm in the
descending aorta, was reconstructed, as shown in Figure 2(a), by accumulating X-ray CT images
(Aquilion 16, Toshiba, Tokyo, Japan) of a 76-year-old female patient with commercial three-
dimensional reconstruction software (Mimics 7.3, Materialise, Leuven, Belgium) [22]. A prelimi-
nary simulation of a steady blood flow in the whole aorta (Figure 2(a)) was carried out by using
commercial computational fluid dynamics software (FLUENT 6.1.22, Fluent, Inc., Lebanon, NH).
The computational grid used in the preliminary FLUENT simulation consisted of 142,417
hexahedral elements, Pressure—velocity coupling was accomplished by the SIMPLE method, and
spatial discretization schemes were employed as follows: a Green-Gauss cell-based scheme for
gradient; a standard scheme for pressure; and a first-order upwind for momentum. Uniform velocity
was applied at the inlet boundary so that the average flow rate became 8.65 x 10~5 m¥s, and a

T

Feedbuck
domain M

B
(a) (b)

Figure 2. Computational grids for (a) a preliminary simulation of a steady flow in the whole aorta with an
ancurysm in the descending aorta by using FLUENT, and for (b) the other simulations of the flow in the
partial domain including the ancurysm with a feedback domain (dark gray zone) and a probe position at O.
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free-flow condition was applied at the downstream boundary. A no-slip condition was set on the
wall. The convergence criterion in the numerical simulation was set at 1 x 10~# for momentum and
continuity equations.

In the following computations for the standard solution, the UMI simulation, and the ordinary
simulation, the computational domain was limited to the vicinity of the thoracic aneurysm, as
shown in Figure 2(b). A computational grid system was generated by introducing a staggered grid
system of 40 x 34 x 49 prid points in x, y, and z directions, compromising reproducibility of vessel
configuration and computational load. The grid interval dz in the z direction was set at 2.00 x 10™3
m, which was the same as the slice interval of the X-ray CT, and those in the other directions were
determined to be dx = dy = 1.78 x 10~ m. The equivalent diameter of the blood vessel, D, at the
upstream boundary calculated by averaging x-directional and y-directional maximum lengths of the
cross-section of the blood vessel at the upstream boundary was 23.47 x 10~ m. Flow rate was set at
8.65x 10~° m*/s (same as the preliminary simulation), and the average flow velocity at the upstream
boundary, U, was 2.00 x 10~ m/s. The density, p, and viscosity, 4, of the blood were assumed to
be 1.00 x 10 kg/m3and 4.00 x 1073 Pa-y, respectively. All the variables were nondimensionalized
with the equivalent diameter of the blood vessel, D, as the characteristic length, L, the average flow
velocity as the characteristic velocity, U, and the density of blood, p, as the characteristic density.
The Reynolds number of the steady flow was 1174. From here on, the same symbols are used for
both dimensional and nondimensional values because it does not cause any confusion.

In the computation of the standard solution, velocity profiles at the upstream and downstream
boundaries were determined as those on the corresponding cross-sections of the preliminary
simulation. In the UMI simulation and the ordinary simulation, a uniform parallel flow was applied
at the upstream boundary, and the free flow condition was set at the downstream boundary.

Because the computational result converges to the target flow with the aid of the feedback process,
unsteady flow computation is required for the UMI simulation even for the present steady target flow.
Time-dependent computation was performed for all cases. The computational time increment was
setas Ar = 0.01(1.17 x 1073 5) [22].

In UMI simulation, considering the acquisition of Doppler velocities in the three-dimensional
domain by transesophageal ultrasonography, the ultrasound probe or the origin of ultrasonic beam
was set at O[(x, y, z) = (0.008, 0.023,2.045)((0.000 m, 0.001 m, 0.048 m))], which was Jocated at
the same height as the aneurysm, as shown in Figure 2(b). The Doppler beam direction was along
a line from the origin of ultrasonic beam to each computational gird point. Blood flow in the whole
aneurysmal domain M{1.193 < z < 2.897(0.028 m < z < 0.068 m), shown by a dark gray zone
in Figure 2(b)], including the parent blood vessel, was assumed to be measured. Domain M was
defined as the feedback domain, and at all the grid points in the fluid region of domain M, feedback
signals were added to the UMI simulation based on the differences of Doppler velocities between
the simulation and the standard solution.

In the computation of the standard solution, the UMI simulation and the ordinary simulation,
the governing equations were discretized by the finite volume method and were solved with an
original program based on the SIMPLER method [26,29] as described in the previous section.
The convective terms were discretized with the reformulated QUICK scheme [30], and the time
derivative terms were discretized with the first Euler implicit scheme. Linear algebraic equations
were solved using the modified strongly implicit (MSI) scheme [31]. The convergence criterion in
the numerical simulation was set at 1 x 10™* for momentum and continuity equations.

To evaluate the computational accuracy of the UMI simulation and the ordinary simulation, a
space-averaged error norm of a variable, a (velocity vector, u, or pressure, p), in a monitoring
domain §2 was defined by the following equation:

én(a,:)=% >

XneQ

Acn(t) — as(t)
Aref

, (14

where n and N are the identification number and the total number of the monitoring points,
tespectively, |- | is the absolute value for scalar variables or the Iy norm, [u| + |v] + [w], for velocity
vector u, and gy is the characteristic value for normalization: aer = U for velocity or ays = pU?
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for pressure. Subscripts, ¢ and s, means UMI simulation or ordinary simulation and the standard
solution, respectively.

3.2. Results and discussion

The results of the UMI simulation with/without pressure compensation were evaluated by error
norms of the velocity vector and pressure in feedback domain M (or the aneurysmal domain),
2v(u, 1) and év(p, t), and compared with those of the ordinary numerical simulation. The
variations of ew(u, t) and éy(p, ¢) of the UMI simulations at K} = 0, 80 and 160 are shown
in Figure 3. The UMI simulations diverge at K} = 170 in the case of A7 = 0.01 as revealed in
our previous study |22]. There is an inversely proportional relationship between the time increment
and the maximum feedback gain. Concerning this issue, we theoretically clarified that the feedback
signal in the source term destabilized the iterative calculation, and proposed a computational scheme
to remove the destabilization phenomenon [32]. However, we used the previous scheme in this study
because improvement of computational accuracy of pressure can be discussed in a stable region with
the feedback gain of K < 170. In the case of K} = 0, which corresponds to the ordinary simulation
without feedback, neither error norm temporally changes because the steady solution was set as the
initial condition (a dotted line in Figure 3). In contrast, by applying feedback in the UMI simulations
at K{ = 80 and 160, the error norm of the velocity vector, &y (u, t), monotonically decreases and
converges at each constant value (dashed and solid black lines in Figure 3(a)). This indicates that
the velocity field of the UMI simulation is closer to the standard solution than that of the ordinary
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Figure 3. Transicnt changes of spacc-averaged crror norms of (a) velocity vector and (b) pressure in
the feedback domain in the UMI simulations without/with pressure compensation at K¥ = 0, 80, and
160 (nondimensional).
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simulation. Moreover, the larger feedback gain reduces the error more rapidly. On the other hand, the
error norm of pressure, év(p, t), of the UMI simulations without pressure compensation drastically
increases at the first time step (¢ = 0.01), and then decreases toward each constant value (dashed and
solid gray lines in Figure 3(b)). With either feedback gain, the convergent value of v (p, t) remains
larger than that of the ordinary simulation, indicating deterioration of the computational accuracy
of the pressure field by the feedback. Generally, improvement of the computational accuracy of
the velocity field leads to better reproduction of the pressure field as time progresses, However, as
described in the theoretical analysis, pressure error against the standard solution arises because the
feedback signals do not become zero so as to reduce the error derived from a constant difference of
the boundary conditions. The results of ém(p, f) by the UMI simulations at K = 80 and 160 with
pressure compensation are presented with dashed and solid black lines in Figure 3(b), respectively.
In the time of t > 0.2, the error norms of the pressure of the UMI simulations are smaller than
that of the ordinary simulation. This means that the pressure field approaches the standard solution,
cancelling the error in the pressure field caused by feedback signals. Moreover, the UMI simulation
with a large feedback gain (KV" = 160) presents a larger value of 2w(p, 1) than that of the UMI
simulation with a small feedback gain (K = 80) at the beginning of the computation, but it finally
gives a smaller convergent value.

The variations of steady values of the space-averaged error norms of the velocity vector and
pressure in the feedback domain M, em(1, feo) and Em(p. foo) (feo = 20), with the feedback gain
are shown in Figure 4. In the UMI simulation, the value of éy(u, fe) monotonically decreases
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Figure 4. Variations of steady values of space-averaged error norms of (a) velocity vector and (b) pressure
in the feedback domain with feedback gain (nondimensional).
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with increasing feedback gain (Figure 4(a)). Note that the error norm of the velocity vector in the
UMI simulation is not affected by the pressure compensation. However, the value of 8w (p, fs0) at
first decreases and then increases (open circle plots in Figure 4(b)). In K} > 20, the error norm is
larger than that of the ordinary simulation (K} = 0). When the feedback gain is relatively small
(K,f < 20), the computational accuracy of the pressure field seems to be improved in accordance
with the improvement of that of the velocity field because the pressure deviation as a result of the
application of artificial body forces (or feedback signals) is not significant, With large feedback
gain, however, the ability 1o reproduce the pressure field deteriorates because the significant arti-
ficial body forces proportional to the feedback gain are applied. In contrast, as the feedback gain
increases, the value of ém(p, teo) after the pressure compensation monotonically decreases, sim-
ilar to that of the velocity vectors (solid circle plots in Figure 4(b)). This reflects the fact that the
pressure field concurrently becomes closer to the standard solution with the velocity field. Regard-
ing the determination of the feedback gain, K7, in the practical application of the UMI simulation,
although the UMI simulation with a large feedback gain reduces the error against the measurement
data, it reproduces the measurement error as well. In our previous study [23], the effects of major
measurement errors on the computational accuracy of the UMI simulation were investigated, and
methods to compensate those effects were proposed. An appropriate value of the feedback gain
should be determined based on the results, considering how much compensation is achieved. It is
also noted that the UMI simulation has sufficiently high frequency response characteristics to ensure
the convergence to the unsteady flow [22].

The result of the UMI simulation at K} = 160 is further investigated in the following. The steady
values of the space-averaged error norms of velocity vector and pressure against the standard solu-
tion in each z-directional cross-section, &e(z) (W, foo) and es(z) (75 foo) (foo = 20), in the ordinary
simulation (K} = 0) and the UMI simulations without/with the pressure compensation are shown
in Figure 5(a) and (b), respectively. The dotted line and the gray and black solid lines represent the
results of the ordinary simulation and the UMI simulations without and with the pressure compensa-
tion, respectively, and the gray area indicates the feedback domain in the UMI simulation. Compared
with the ordinary simulation, in the case of the UMI simulations, the error norm of the velocity
vector, Zq(z) (1, Ioo), is decreased after the feedback domain (z = 1.193), and remains smaller in a
certain downstream region of the feedback domain (2.897 < z < 3.8), as shown by the solid lines
in Figure 5(a). Regarding the error norm of pressure, €c(z) (P feo), shown in Figure 5(b), the UMI
simulation with the pressure compensation presented a smaller value than the ordinary simulation in
all z-directional cross-sections and almost the same value near the downstream boundary, implying
the ability to reproduce the pressure field with good accuracy. On the other hand, the error norm
of pressure, fey(z) (2, foo), in the UMI simulation without pressure compensation increases in the
upstream region of the feedback domain and exceeds that of the ordinary simulation with the peak
value near the upstream boundary of the feedback domain. It then decreases in the downstream
direction and becomes the same as that in the UMI simulation with the pressure compensation.
Figure 5(c) shows a summation of absolute values of the divergence of the feedback force vector
in each z-directional crogs-section. The value is large in the upstream side in the feedback domain
where the error in the velocity field is large, especially at the upstream boundary of the feedback
domain where feedback signals discontinuously change. Moreover, in comparison with Figure 5(b),
the large value of the divergence of the feedback force vector also influences the computational accu-
racy of the pressure field in the upstream domain before the feedback domain where the divergence
is zero.

The pressure distributions on a y-directional cross-section (y = 1.462) of the standard solution,
the ordinary simulation (K = 0), and the UMI simulations (K} = 160) without/with the pressure
compensation are depicted in Figure 6. Between the pressure fields of the standard solution and the
ordinary simulation, ps and p, (Figures 6(a) and (b)), a difference can be observed near the upstream
boundary, but similar pressure profiles are obtained in the aneurysm. As observed in the error
norm of pressure in Figure 5(b), the UMI simulation without pressure compensation (Figure 6(c))
provides a pressure distribution different from that of the standard solution (Figure 6(a)), especially
in the upstream region of the feedback domain (see an arrow), but it gives almost the same
distribution in the aneurysm. In the UMI simulation with the pressure compensation (Figure 6(d)),
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Figure 5. Steady values of space-averaged error norms of (a) velocity vector and (b) pressure, and
(c) space-averaged absolute value of divergence of feedback signal vector in each z-directional cross-section
(nondimensional). The gray zone implies the feedback domain.

the difference in pressure distribution observed in the UMI simulation without the pressure
compensation is properly improved.

The distributions of error norm of pressure against the standard solution on the corresponding
y-directional cross-section are shown in Figure 7. As mentioned above, the ordinary simulation and
the UMI simulation without the pressure compensation show relatively large error near the upstream
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Figure 6. Pressure distribution on a y-directional cross-section (y = 1.462): (a) standard solution, p,,
{b) ordinary simulation (K;k = O). Do, and UMI simulations (¢) without and (d) with pressure compensation
at K = 160, p and p}, respectively (nondimensional).

boundary and in the vicinity of the upstream boundary of the feedback domain, respectively.
In contrast, the error in the UMI simulation with the pressure compensation is relatively small in the
whole domain.

The distribution of the divergence of the feedback force vector in the UMI simulation is demon-
strated in Figure 8(a). There is a region with a large magnitude of divergence of the feedback force
vector near the upstream boundary of the feedback domain. Figure 8(b) shows the distribution of
the pressure compensation in the UMI simulation, py, calculated from Equation (9). It is noted that
the distribution of the pressure compensation has a pattern similar to that of the error norm of the
pressure for the UMI simulation without the pressure compensation in Figure 7(b). By adding the
pressure compensation, pp (Figure 8(b)), to the result of the UMI simulation without compensation
(Figure 6(c)), a compensated pressure field, p! (Figure 6(d)), is obtained.

In summary, the numerical experiment dealing with a three-dimensional steady flow in a thoracic
aneurysm indicates that feedback signals in the UMI simulation can deteriorate the reproducibility
of the pressure field, while improving that of the velocity field. However, by properly compensating
the effects of the feedback signals on the pressure with the proposed method, both the velocity and
pressure fields of the standard solution can be properly reproduced.
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Figure 7. Error norm ol pressure on a y-dircctional cross-section (y = 1.462): (a) ordinary numerical
simulation (K,f = Q), and UMI simulations (b) without and (c) with pressure compensation at K. = 160,
respectively (nondimensional).
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Figure 8. Distributions of (a) divergence of feedback force vector and (b) value for pressure compensation,
pr, in the UMI simulation at K = 160 (nondimensional).

4. CONCLUSION

In this study, reproduction of the pressure field by UMI simulation was investigated. The effect of
feedback based on Doppler velocity on the pressure field was first examined by theoretical analysis.
When the divergence of the feedback force vector was not zero, it influenced the pressure field in
the UMI simulation, while improving the computational accuracy of the velocity field. Hence, a
method to estimate the correct pressure by compensating the pressure field was devised. A numeri-
cal experiment was conducted dealing with the reproduction of a three-dimensional steady flow in
a thoracic aneurysm to validate results of the theoretical analysis. The ability of the UMI simula-
tion to reproduce the pressure field deteriorated with a large feedback gain. However, by properly
compensating the effects of the feedback signals on the pressure, the error in the pressure field was
reduced, exhibiting improvement of the computational accuracy in comparison with that of the ordi-
nary simulation. Hence, the UMI simulation with pressure compensation allows for the reproduction
of both velocity and pressure fields of blood flow. The information on hemodynamic stresses (wall
shear stress and pressure) and blood flow dynamics enables a better understanding of blood flow
and would provide novel indices for diagnosis of diseases. To perform the UMI simulation in a
clinical setting, further investigations on automatic excursion of the sequential computation includ-
ing reconstruction of the blood vessel configuration and recognitions of the position and orientation
of the ultrasound probe are required.
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Abstract

Purpose Extensive deposition of senile plaques and neuro-
fibrillary tangles in the brain is a pathological hallmark of
Alzheimer’s disease (AD). Although several PET imaging
agents have been developed for in vivo detection of senile
plaques, no PET probe is currently available for selective
detection of neurofibrillary tangles in the living human
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brain. Recently, ['BF]THK—523 was developed as a potential
in vivo imaging probe for tau pathology. The purpose of this
study was to compare the binding properties of ['*FJTHK-
523 and other amyloid imaging agents, including PiB, BF~
227 and FDDNP, to synthetic protein fibrils and human
brain Gssue.

Methods In vitro radioligand binding assays were con-
ducted using synthetic amyloid 4, and K18AK280-tau
fibrils. Nonspecific binding was determined by the addition
of unlabelled compounds at a concentration of 2 uM. To
examine radioligand binding to neuropathological lesions,
in vitto autoradiography was conducted using sections of
AD brain.

Resuits ['*FJTHK-523 showed higher affinity for tau fibrils
than for AP fibrils, whereas the other probes showed a
higher affinity for AB fibrils. The autoradiographic analysis
indicated that ['®F]THK-323 accumulated in the regions
containing a high density of tau protein deposits. Converse-
ly, PiB and BF-227 accumulated in the regions containing a
high density of AB plaques.

Conelusion These findings suggest that the unique binding
profile of ['*F]THK-523 can be used to identify tau deposits
in AD brain.

Keywords PET probes - Tau - Amyloid - Alzheimer’s
discase

Introduction

Senile plaques and neurofibrillary tangles (NFTs) com-

posed of amyloid-$ (AB) peptides and agpregated tau
proteins, respectively, are the pathological balimarks of
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Alzheimer's discase (AD). In vivo amyleid imaging
techniques have received a lot of attention for their
promise in presymptomatic detection of A} pathology
[f]. Recently, several B-sheet binding radiofracers have
been developed as PET amyloid imaging agents [2]. Among
them, '*#-labelled 2-(1-{6-{(2-fluoroethyl{methylyamino)-2-
naphthyl)ethylidene)malononitrile (["*FJFDDNP) was the first
PET probe to be applied to clinical PET imaging in patients
with AD [3]. This tracer demonstrated higher regional uptake
in the medial temporal lobe and neocortex, and was claimed to
bind to AP and tau pathological lesions [3]. Subsequently, ''C-
labelled 2-[4'-(methylamino)phenyl]-6-hydroxybenzothiazole
((*'CIPiB) and 2-(2-[dimethylaminothiazole-5-yl]ethenyl)-6-
(2-[fluorojethoxy)benzoxazole ([ C]BF-227) were also devel-
oped as amyloid imaging radiotracers. These tracers bind to A
fibrils with high affinity [4] and have demonstrated a signifi-
cantly higher retention in the neocortical areas of brains of AD
patients than of healthy controls [5, 6]. Furthermore, post-
mortem analysis of AD patients who bad undergone [''CJPiB
PET imaging before death suggested a strong corrclation be-
tween in vivo PiB binding and regional distribution of AB
plaques [7].

Amyloid imaging with PET can detect AD pathology
in its preclinical stage {8]. However, amyloid deposition
as assessed by [C]PiB PET correlates poorly with
cognitive impairment in AD [9, 10], whereas deposition
of tau in the medial temporal cortex is closely associ-
ated with neuronal death in this region. Selective tau
imaging would provide important information about the
tau pathophysiological features in AD, allowing correla-
tion of brain tau load with cognitive decline, monitoring
of disease progression and evaluation of therapeutic efficacy
of newly developed therapies. Potential candidates for in vivo
tau imaging agents include quinoline derivatives [11},and ina
recent study, we found that one guinoline derivative, "*F]
THK-523, showed higher affinity for tau rather than amyloid
fibrils. Furthermore, an autoradiography analysis indicated
that this tracer binds specifically to tau deposits but not Ap
burden at tracer concentrations usually achieved during a PET
scan [12].

Tig. 1 Chemical structures of
{1CIpiB, [EIFDDNE, 1'C)
BF-227 and ["*F]THK-523

/N 18:7~\0 N
. /@[WNBCH; D
N
o Hot O H
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The binding profiles of PiB, BF-227 and FDDNP to Af
fibrils have been well described. Because tau, a-synuelein and
prion fibrils, as well as AP fibrils, share a common f3-sheet
secondary structure, these compounds can potentially bind all
these misfolded proteins. A previous study indicated that Pi3
binds 1o both AP and PHF tau pathology in vitro [13).
However, the binding occurs at higher concentrations
than usually achieved in vivo during a PET scan. Furthenmore,
PET-pathology correlation studies have demonstrated that
PiB binding reflects A pathology {7, 14]. Newly developed
8p.labelled amyloid PET tracers have similarly shown good
correlation with AP plaque density [15, 16]. However, the
binding affinity of these radiotracers for tau fibrils remains
unknown and the binding properties of ['"*FJTHK-523 have
not been direetly compared with those of other amyloid PET
agents. Here, we compared the binding affinity of {"*F|]THK-
523 1o synthetic A and tau protein fibrils as well as to senile
plagues and NFTs in human brain samples with those of PiB,
BF-227 and FDDNP, to characterize the binding properties of
THK-523 and to obtain a better understanding of current and
future PET data.

Materials and methods
Materials

The nonlabetled compounds PiB, BF-227, FDDNP, THK-
523 (Fig. 1) and their precursors were custom-synthesized
by Tanabe R&D Service (Osaka, Japan). Human A4, was
purchased from Peptide Institute Inc. (Mino, Japan). Re-
combinant K18AK280-tau protein was obtained from Invi-
trogen (Tokyo, Japan).

Radiolabelling of PiB, BF-227, THK-523 and FDDNP

[PH]PiB (specific activity 2.96 GBg/pmol) was purchased from
American Radiolabeled Chemicals (St. Louis, MO). ['CJPiB
was radiolabelled using its precursor (2-(4-aminopheny})-6-
methoxymethoxybenzothiazole) and [''Clmethyl triflate, as

NC._-CN
) |
CH

o e
OOy
)

HO s CHy
fejpis {"FIFDDNP

N
!
[cjBF-227 [PF{THK-523 H
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previously described [17, 18] The mean specific activity of
["'CIPiB was 34.6 GBg/punol.

{"*F]BEF-227 was synthesized by nucleophilic substitution of
the tosylate precursor (2-[2-(2-dimethylaminothiazol-5-yl)e-
thenyi}-6-[2-{tosyloxy)ethoxyJbenzoxazole. Afier a 10-min re-
action at 110 °C, the crude mixture was partially purified on an
activated Sep-Pak (C18 cartridge before being purified by semi-
preparative reverse-phase HPLC. Standard tC18 Sep-Pak refor-
mulation produced ['*F]BF-227 in >95 % purity. The
radiochemical yicld was 12--19 % (non-decay-corrected), and
the mean specific activity of [*F]BF-227 was 163 GBg/umol at
the end of the synthesis. [''C]BF-227 was synthesized using N-
desmethylated derivatives as its precursor and [''CJmethy! tri-
flate, as previously described [6]. The mean specific activity of
["'CIBF-227 was 136 GBg/pmol.

["FITHK-523 was synthesized by nucleophilic sub-
stitution of the tosylate precursor (2-(4-aminophenyl)-6-
(2-tosyloxyethoxy)quinolone) as previously described
[12]. The standard tC18 Sep-Pak reformulation produced
["®FJTHK-523 in >95 % purity. The radiochemical yield
was 3849 % (non-decay-corrected), and the mean spe-
cific activity of ['*FJTHK-523 was 68 GBg/pmol at the
end of the synthesis.

["*FJFDDNP was radiolabelled by the nucleophilic
substitution of the tosylate precursor (2-{[6-(2,2-
dicyano-1-methylvinyl)-2-naphthyl(methylamino} ethyl-
4-methylbenzenesulphonate) -as previously described
[19]. After a 15-min reaction at 95 °C, the crude mix-
ture was partially purified on an activated Sep-Pak tC18
cartridge before being purified by semipreparative
reverse-phase HPLC. Standard tC18 Sep-Pak reformula-
tion produced ['*FIFDDNP in >95 % purity. The radio-
chemical yield was 12-19 % (non-decay-corrected), and
the mean specific activity of ['*FIFDDNP was 27 GBq/
umol at the end of the synthesis. All analysis HPLC
chromatograms are shown in the Supplementary figure.

In vitro radioligand binding assays

Synthetic AB4 fibrils and K18AK280-tau fibrils were pre-
pared as previously described [12]. For in vitro binding
agsays, synthetic APg, or KISAK280 fibrils (200 M) were
incubated with increasing concentrations of [*H]PiB and '*F-
labelled compounds (0.5-200 nM). To account for nonspecif-
ic binding of [PHJPiB and '®F-labelled compounds, the above-
mentioned reactions were performed in triplicate in the pres-
ence of each unlabelled compound at a concentration of 2 pM.

The binding reactions were incubated for 1 h for the '*F-
labelled compounds and 3 h for [*H]PiB at room tempera-
ture, in 200 uL of assay buffer (Dulbecco’s PBS, 0.1 %
BSA). Separation of bound from free radioactivity was
achieved by filtration under reduced pressure (MultiScreen
HTS Vacuum Manifold, MultiScreen HTS 96-well 0.65-pm

filtration plate; Millipore, Billerica, MA). The filters were
washed three times with 200-pL assay buffer, and the filters
containing the bound '*F-labelled compounds were then
assayed for radioactivity in a v counter (AccuFLEX
Y7000, Aloka, Tokyo, Japan). The filters containing [*H]
PiB were incubated in 2 mL of scintillation fluid (Aquasol-
2; PerkinElmer, Boston, MA), and the radioactivity of *H
was counted using a B counter (LS6500 liquid scintillation
counter; Beckman Coulter, Brea, CA). The binding data
were analysed with curve-fitting software that calculated
the K and B, using nonlinear regression (GraphPad
Prism version 5.0; GraphPad Software, San Diego, CA).

Autoradiography, immunobistochemistry and Gallyas silver
staining

Demographics of post-mortem brain samples are shown in
Table 1. The frontal and medial temporal brain sections
(6 pm thick) of three AD patients were incubated with
1.0 MBg/mL ''C-labelled and "*E-labelled compounds at
room temperature for 10 min and then washed briefly with
water and 50 % ethanol. Afier drying, the labelled sections
were exposed to a BAS-II imaging plate (Fuji Film, Tokyo,
Japan) overnight. The autoradiographic images were
obtained using a BAS-5000 phosphoimaging instrument
(Fuji Film) with a spatial resolution of 25x25 pm. The
adjacent sections were immunostained using AT8 anti-tau
monoclonal antibody (diluted 1:20; Innogenetics, Ghent,
Belgium) and 6F/3D (diluted 1:50; Dako, Glostrup, Den-
mark). The adjacent sections were also stained by the
Gallyas-Braak method, which has been reported to be
NFT-specific {20].

Resuits
Binding affinity for synthetic A and tau fibrils

To characterize the binding properties of THK-523, PiB,
BF-227 and FDDNP, in vitro radioligand binding assays for
synthetic AP4> and truncated tau construct (K18AK280)
fibrils were performed under the same experimental condi-
tions. Truncated tau construct (K18AK280) consists of the
four repeat regions (244-372) but lacking lysine 280
(AK280) observed in FTLD-17 familial mutation.

Table 1 Demographics

of brain samples used in Brain no.  Age Sex  Post-moriem
this study {years) interval (R)
ADI 76 F 16
AD2 82 F 17
AD3 92 F 85
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KIB8AK280 tau aggregates exhibit the similar eharacteristic as
PHF-lau from AD brain [21]. In addition, KISAK280 fau
forms aggregates quickly without cofactor such as heparin
[22]. Thus, we used K1BAK2R0 fibrils for the in vitro binding
assays. Our analysis indicated that ['®F] THK-523 had a higher
binding affinity for tau fibrils (Kpy = 1.99 £ 0.21 aM,
B = 122 £ 0.24 pmol THK-523/nmol K18AK280-tau)
than for APy, fibrils (Kp; = 30.3 + 3.91 nM,
Biaar = 12,6 £ 0.45 pmol THK-523/nmol AR4,), which was
similar to previously published data [12]. On the other hand,
[*H]PiB bound to AB4, fibrils with high affinity
(Kpy = 0.84 4 0.18 nM, Byaxs = 0.44 + 0.07 pmol Pil/nmol
ABaz). PHIPIB also showed two binding sites for
K18AK280-tau fibrils, but with a lower affinity
(Kp1 = 6.39 % 1.63 M, Byuer = 1.38 £ 0.48 pmol PiB/nmol
K18AK280) than ['*FJTHK-523. ['*F]BF-227 showed a high
binding affinity for AP, fibrils (Kp, = 1.72 + 0.83 nM,
Bt = 0.50 £ 0.14 pmol BF-227/nmol AB4y), similar to
our previous report [23], but showed a lower affinity for tau
fibrils (Kp = 30.2 + 2.29 1M, Bpaux = 10.7 % 0.24 pmol BF-
227/mmol KI8AK280-tau). ["*FJBF-227 had an approximate-
ly 20-fold higher affinity for the first class ol Af4; binding
sites compared with tau fibrils. Only one class of ['*FJFDDNP
binding site was identified on the A4, (Kp=15.52+1.97 oM,
Brax = 0.277 + 0.06 pmol FDDNP/nmol Af4;) and
K18AK280 tau fibrils (Kp = 36.7 = 11.6 nM,
Biax = 2.14 % 0.46 pmol FDDNP/nmol K18AK280-tau).
These results suggest that ['*FJFDDNP binds AR, fibrils
with lower affinity than [PHJPiB and ['*F]BF-227. Further-
more, ['*F]FDDNP had an approximately sevenfold higher
affinity for A4, fibrils than for tau fibrils. These binding
profites are significantly different from that of ["*FJTHK-
523 (Table 2).

In vitro autoradiography of human brain sections

To further assess the binding selectivity of ['*FITHK-523,
autoradiographic images of the frontal (Fig. 2) and medial
temporal (Fig. 3) brain sections from three AD patients,
using ["*FJTHK-523, ["'CJPiB and [''C]BF-227, were com-
pared. While AP plagues in the frontal grey matier were

labelied with [''CIPiB (Fig. 2a-c) and [''CIJBF-227
(Fig. 2g1), the binding of ["*F]THK-523 in the frontal grey
matter (Fig. 2m--0) was considerably lower. In the medial
temporal brain sections, [!'CJPiB (Fig. 3a—) and {''C]BF-
227 (Fig. 3g—i) did not accumulate in the hippocampal CA1
area, whereas ["®FITHK-523 (Fig. 3m~0) did accumulate in
this area (Fig. 3m-o0), The presence of a high density of tau
and a low density of AP in this arca was confirmed by
immunohistochemistry (Fig. 3d-f, j-1). Furthermore, the
band-like distribution of [**FJTHK-523 in the inner layer
of the temporal grey matter was similar to the distribution of
tau (Fig. 3j~1). In the high-magnification images of case
AD?3 (Fig. 3p-v), the distribution of ['*F|THK-523 closely
resembled Gallyas silver staining and tau immunostaining.
['®FJTHK-523 binding was observed in the areas showing a
high density of NFTs in the hippocampal CA1, the layer pre-
« and pri-e in the entorhinal cortex (ERC) (Fig. 3p. g, 1, 1).
Intriguingly, ['SFITHK-523 labelling in the layer pre-cc of
the ERC corresponded to Gallyas silver staining better than
tau immunostaining, suggesting the preferential binding of
[*®F]THK-523 to extracellular tau deposits that were clearly
visualized by Gallyas silver staining [25]. In contrast to
["FJTHK-523, the distribution of [''CPiB was similar to
that of AP immunohistochemistry (Fig 3q, u, v). ["'C]PiB
binding corresponded to the formation of amyloid in the
parvopyramidal layer of the presubicular area and in the
layers pre-f and pre~y of the ERC (Fig. 3s, v) [26].

Discussion

In the study reported here, we for the first time directly
compared the binding properties of the novel quinoline
derivalive THK-523 and other amyloid PET probes. Our
data suggest the potential utility of THK-523 for the selec-
tive detection of PHF-tau in the living human brain, which
has not previously been achieved. The autoradiographic
images of scctions from AD brains revealed that ['*F]
THK-523 successfully labelled PHF-tau deposits but did
not label AP deposits in the frontal and temporal cortices.
These findings suggest that ['*FITHK-523 is a promising

Table 2 Ky, and B,y values of [PHIPIB, ['*FIBF-227, ['*FIFDDNP and ["*F]THK-523 for KIRAK280-tau and ARy, fibrils

Compound KI8AK280 fibrils ABgy fibrils

Kpy Buwa Koz Biexa Kon Brxt Kpz Buwxz
[*FITHK-523 1.99£0.21 1224024 50.7+2.73 4.5530.74 30.3%3.91 12.6+0.45 - -
['*FIBF-227 30.2+2.29 107024 - - 1.72£0.83 0.50£0.14  56,1£25.1 13.4:£437
[**FJFDDNP 36.7+11.6 2.14%0.46 - - 5.52%1.97 0.2770.06 - -
[PHIPiB 6.39:1.63 138048 304774 206+11.2  0.84x0.18 0.44£007  60.6£832  20.148.57

1

Ky values are in nanomoles, and B,y values are in pice
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per le fibrils (n=3).



