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Figure 6. Results of the simulation study demonstrating the effects of errors in the delay of the arterial input function (upper: A-C), errors of
the assumed dispersion time constant (middle: D-F), and errors in the assumed partition coefficient (p mL/g) (lower: G-I) on the calculated
cerebral blood flow (CBF), oxygen extraction fraction (OFF), and metabolic rate of oxygen (CMRO,) values. Positive and negative values of errors
in delay time indicate overcorrection and undercorrection of delay time, respectively. Positive and negative values of errors in the time
constant indicate undercorrection and overcorrection of dispersion time, resPectivelel. Results are plotted for the dual-tracer autoradiographic
(DARG) and the dual-tracer basis function methods (DBFM), for both the H3°0 (C'°0,)-'°0, and H}*0-"°0, protocols.
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Limited evidence exists on the relationships between severity of white-matter lesions (WMLs) and
cerebral hemodynamics in patients without major cerebral artery disease. To examine changes of
cerebral blood flow (CBF), oxygen metabolism, and vascular reserve capacity associated with
severity of WML in patients with lacunar stroke, we used a positron emission tomography (PET).
Eighteen lacunar patients were divided into two groups according to the severity of WMLs, assessed
by Fazekas classification; grades 0 to 1 as mild WML group and grades 2 to 3 as severe WML group.
Rapid dual autoradiography was performed with '>O-labeled gas-PET followed by **O-labeled water-
PET with acetazolamide (ACZ) challenge. Compared with the mild WML group, the severe WML
group showed lower CBF (20.6 + 4.4 versus 29.9 + 8.2 mL/100 g per minute, P=0.008), higher oxygen
extraction fraction (OEF) (55.2 + 7.4 versus 46.7 + 5.3%, P=0.013), and lower cerebral metabolic rate
of oxygen (CMRO,) (1.95+0.41 versus 2.44 +0.42mL/100g per minute, P=0.025) in the centrum
semiovale. There were no significant differences in the ACZ reactivity between the two groups
(48.6 +22.6% versus 42.5 £ 17.2%, P=0.524). Lacunar patients with severe WMLs exhibited reduced
CBF and CMRO,, and increased OEF in the centrum semiovale. The ACZ reactivity was preserved in
both patients with severe and mild WMLs in each site of the brain.
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Introduction

White-matter lesions (WMLs), observed as white-
mater hyperintensity in T2-weighted magnetic reso-
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nance imaging or fluid-attenuated inversion recovery
(FLAIR) image, are commonly observed among
elderly people (Hachinski et al, 1987). However,
they are also associated with hypertension, diabetes,
and other vascular risk factors (Murray et al, 2005;
Pantoni and Garcia, 1997). Development of WMLs is
known to be a cause of cognitive impairment,
dementia, and disability (Prins et al, 2005). Recent
studies showed that WMLs are not only a stroke risk
factor (Streifler et al, 2002) but also a predictor of
unfavorable stroke outcome (Koton et al, 2009).
Despite accumulating evidence of the clinical signi-
ficance of WMLs, the pathogenesis of WMLs has not
been fully clarified.

Healthy elderly subjects with severe WMLs
were reported to have reduced cerebral blood
flow (CBF) and preservation of oxygen metabolism



(Meguro et al, 1990). Patients with dementia of
the Binswanger type have marked decrease of both
CBF and oxygen metabolism in the white matter;
however, patients without dementia have a lesser
decrease in CBF with preservation of almost-normal
oxygen metabolism (Yao et al, 1992). These findings
indicated that chronic hypoperfusion due to the
progression of small artery disease is associated with
the development of WMLs. In addition, hemo-
dynamic disturbance induced by internal carotid
artery occlusive disease was suggested to contribute
to the development of extensive WMLs (Yamauchi
et al, 1999).

Limited evidence exists on the relationships
between severity of WMLs and hemodynamic dis-
turbance in patients without major cerebral artery
occlusive disease. Some studies showed that vascu-
lar reactivity was not related to severity of WMLs
(Birns et al, 2009; Turc et al, 1994). Other studies
reported that vascular reactivity in patients with
severe WMLs is impaired (Bakker et al, 1999;
Chabriat et al, 2000; Fu et al, 2006; Isaka et al,
1994; Kozera et al, 2010; Mochizuki et al, 1997).
These inconsistencies may be due to differences in
modalities for evaluation of vascular reserve capa-
city; i.e., transcranial Doppler ultrasound (Bakker
et al, 1999; Birns et al, 2009; Fu et al, 2006; Kozera
et al, 2010), perfusion MRI (Chabriat et al, 2000),
xenon inhalation computed tomography (Isaka et al,
1994; Mochizuki et al, 1997), and single photon
emission computed tomography (Turc et al, 1994).
There are also differences in the vasodilatory
stimulus used; i.e., CO, inhalation (Bakker et al,
1999), breath holding, hyperventilation tests (Birns
et al, 2009; Kozera et al, 2010), and acetazolamide
(ACZ) challenge test (Chabriat et al, 2000; Fu et al,
2006; Isaka et al, 1994; Mochizuki et al, 1997; Turc
et al, 1994). Although single photon emission
computed tomography study with ACZ challenge
can detect stage II hemodynamic failure (Powers,
1991) by positron emission tomography (PET) in
patients with major cerebral artery occlusive disease
(Hirano et al, 1994), the relationship between ACZ
reactivity and oxygen metabolism in patients with
WMLs without major artery disease has not been
elucidated. We hypothesized that either impairment
of vascular reserve capacity or chronic hypoperfu-
sion in the white matter contributes to the develop-
ment of WMLs without major artery disease.

The aim of this study was to examine the changes
of CBF, oxygen metabolism, and vascular reserve
capacity associated with the severity of WMLs in
patients with lacunar stroke.

Materials and methods
Patients

This study was a single-center hospital-based prospective
study. The study protocol was governed by the guidelines
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of national government based on the Helsinki Declaration
revised in 1983, and it was approved by the Institutional
Research and Ethics Committee of our hospital.
All patients gave written informed consent to participate
in the study. Patients with lacunar stroke, at least 3 weeks
after the onset, were enrolled between April 2009
and April 2010. All patients underwent PET studies
with **0O-labeled gas (C*®0,, *0,, C®™0) inhalation
and **0O-water with ACZ challenge autoradiography as
described previously (Kudomi et al, 2005, 2007), as
well as MRI studies. Lacunar stroke was defined as a
typical clinical syndrome associated with a small infarct,
<15mm in diameter on MRI, restricted to the territory
of a perforating artery without adjacent major artery
occlusive lesions. Patients with stenosis (>50% in
diameter) or occlusion of the internal carotid artery or the
trunk of the middle cerebral artery on magnetic resonance
angiography or ultrasonography were excluded from the
study. The median time interval between the onset of
stroke and PET studies was 1,017 days (interquatile range
519 to 1,856).

Baseline clinical characteristics including age, sex,
hypertension, diabetes mellitus, dyslipidemia, and
current smoking were recorded. Information of risk
factors and medical history was collected from a self-
reported medical history or inferred from prescribed
medication by the primary physicians. Criteria for
hypertension, diabetes mellitus, and dyslipidemia were
as previously defined (Yokota et al, 2009). Cognitive
function was evaluated in all patients by the mini-
mental state examination (Folstein et al, 1975) and clinical
dementia rating (Hughes et al, 1982). Dementia was defined
as clinical dementia rating >1, and patients with dementia
met the criteria proposed by National Institute of Neuro-
logical and Communicative Disorders and Stroke and
the Alzheimer’s Disease and Related Disorders Associa-
tion (NINCDS-ADRDA Alzheimer’s Criteria) (Roman
et al, 1993).

Magnetic Resonance Imaging

Magnetic resonance imaging was performed on a 1.5-T
scanner (Magnetom Vision or Magnetom Sonata; Siemens
Medical Systems, Erlangen, Germany). The imaging proto-
col consisted of a T1-weighted spin-echo, a T2-weighted
spin-echo, and FLAIR image. Severity of WMLs was
assessed using the FLAIR (repetition time 900ms, echo
time 119 ms, field-of-view 230 x 201 mm?, matrix 256 x 210,
4mm slice thickness, and 2mm gap between slices).

Two investigators (CY and TN), who were unaware
of all clinical data, graded the degree of severity of WMLs
by visual inspection using the Fazekas classification of
WMLs as follows: none (grade 0), punctate (grade 1), early
confluent (grade 2), and confluent lesions (grade 3)
(Fazekas et al, 1987). The patients with grades 0 to 1 were
defined as the mild WMLs group and those with grades 2 to
3 were defined as the severe WMLs group. Additionally,
WMLs volume was measured manually based on FLAIR
imaging (20 slices) using Dr View/LINUX software (A]JS,
Ver R2.5, Tokyo, Japan).

84!
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Positron Emission Tomography Imaging

We used an ECAT47 PET scanner (Siemens Medical
Systems), which provided an intrinsic spatial resolution of
4.5 mm full-width at half-maximum at the center of the field-
of-view. Data were acquired in 2D mode, and corrected for
scatter compensation. A catheter was placed in the brachial
artery for continuous monitoring of the arterial blood radio-
activity concentration and arterial input function using
a scintillator block detector system (BeCON; Molecular
Imaging Labo, Suita, Japan) (Kudomi et al, 2003).

Quantitative images of CBF and oxygen extraction fraction
(OEF) were obtained from a series of PET scans with
50-labeled gas (C**0,, **0,, and C™0) inhalation after a
rapid dual autoradiography protocol as reported in a series of
publications by Kudomi et al (2005, 2007). Briefly, after a
10-minute transmission scan for the attenuation correction
and an **0-labeled carbon monoxide (C**0) scan for the blood
volume assessment, a single dynamic scan was performed
for 8minutes, during which 4,000MBq of oxygen (*°0.)
and 5,000 MBq of **O-labeled carbon dioxide (C**0O,) gases
were inhaled each >1minute, sequentially at an interval of
5 minutes. Time to complete the whole dual autoradiography
protocol was ~40minutes. Cerebral metabolic rate of oxygen
(CMRO,) was calculated by multiplying the arterial oxygen
content to the product images of OEF times CBE.

Additionally, two sets of PET scans were performed, each
followed with **0O-labeled water injection to assess regional
CBF images using **O-water autoradiography (Kanno et al,
1987). The first scan was initiated without any pharmaco-
logical or physiological stress (at rest) and the second scan
was performed at 10 minutes after an intravenous injection
of ACZ titrated to 17mg/kg. Physiological and laboratory
data such as blood pressure, heart rate, and blood gas ana-
lysis (Siemens RAPIDLab 1265; Siemens Medical Systems)
were obtained during the PET study.

Data Analysis

The small circular regions of interest (ROIs) (10mm in
diameter) were placed in the frontal cortex, parietal cortex,

occipital cortex, basal ganglia, and centrum semiovale based
on automatic registration of MRI to PET by using PVElab
(the PVEOut Consortium) (Quarantelli et al, 2004; Svarer
et al, 2005). The program is followed by automatic segmen-
tation (running with Statistical Parametric Mapping 5 (SPM5)
Software (Institute of Neurology, University College of London,
London, UK) and correction of PET counts for fractional
volume as determined from the segmentation. The ROIs were
manually placed on the FLAIR images and transferred to the
CBF images for analysis (Figure 1). We defined the ACZ
reactivity as the percentage increase in CBF after ACZ
administration relative to baseline CBF. In each subject, the
mean measures were obtained by averaging the values for both
hemispheres.

Statistical Analysis

Statistical analysis was performed using JMP 7.0 software (SAS
Institute, Cary, NC, USA). The statistical significance of inter-
group differences was assessed by y” tests, unpaired t-tests, and
the Mann-Whitney U-test, as appropriate. Logarithmic trans-
formation was performed on WMLs volumes, which was a
skewed variable. The relationship between each parameter
of PET and log-WML was examined by Pearson’s correlation.
A value of P<0.05 was considered statistically significant.

Results

Patients were divided into two groups of severe
WMLs (n=9) and mild WMLs (nn=9) on the basis of
MRI findings. There were no significant differences
in age, sex, and vascular risk factors between the two
groups (Table 1). Three patients with dementia
defined as clinical dementia rating >1 were enrolled
in the severe WMLs group; however, the rating of
mini-mental state examination was not significantly
different between the two groups. There were no
significant differences in baseline CBF values
between the gas-PET and H,O-PET results. Compared
with patients in the mild WMLs group, the patients

Figure 1 Regions of interest (ROIs) on fluid-attenuated inversion recovery (FLAIR). The small circular ROIs (10 mm in diameter)
were placed on the frontal cortex, parietal cortex, occipital cortex, basal ganglia, and the centrum semiovale based on FLAIR image.
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Table 1 Baseline characteristics

Severe WMLs Mild WMLs P
group (n=29) group (n=9)
Age (years) 76 (73-78) 74 (70-77) 0.329
Male 6 (67) 8 (89) 0.577
Current smoker 7 (78) 7 (78) 0.999
Hypertension 9 (100) 8 (88) 0.999
Diabetes mellitus 3(33) 3 (33) 0.999
Dyslipidemia 6 (67) 6 (67) 0.999
WMLs (cm?) 33.3 (21.5-90.9) 3.1 (1.3-4.4) 0.003
History of stroke 3 (33) 2 (22) 0.999
Time interval between 953 (445-1,958) 1,017 (519-1,623) 0.847
stroke onset and PET
study (days)
MMSE 24.0 (20.5-28.5) 28.0 (24.5-29.5)  0.140
CDR 0.5 (0-1) 0 (0-0.5) 0.185
Dementia 3 (33) 0 (0) 0.206

WMLs, white-matter lesions; PET, positron emission tomography; MMSE,
mini-mental state examination; CDR, clinical dementia rating.

Data are number of patients (%), median (interquartile range) for disconti-
nuous variables.

in the severe WMLs group had lower CBF (20.6 £ 4.4
versus 29.9+8.2mlL/100g per minute, P=0.008),
higher OEF (55.2 + 7.4 versus 46.7 £5.3%, P=0.013),
and lower CMRO, (1.95 * 0.41 versus 2.44 +0.42mlL/
100 g per minute, P=0.025) in the centrum semiovale,
by gas-PET study (Table 2). There were no significant
differences in any other parameters of the gas-PET in
other ROIs between the two groups. Cerebral blood
flow and CMRO, had a negative correlation with the
severity of WMLs, and OEF had a positive correlation
with the severity of WMLs (Figure 2). There were no
significant differences in ACZ reactivity between the
severe and mild WMLs groups in each site of the brain
by H,O-PET examination (Table 3). The results of
physiological data and blood gas analysis during ACZ
challenge were comparable between the two groups
(data not shown). The ACZ reactivity was not
correlated with the OEF or with the severity of WMLs
(P=0.422 and P=0.3186, respectively) (Figure 3).

Discussion

This study showed reduced CBF, reduced CMRO,,
and increased OEF in patients with severe WMLs
compared with those with mild WMLs in the
centrum semiovale. All patients in this study had
lacunar stroke without major cerebral artery disease.
The study also showed that ACZ reactivity was not
impaired in either the cortex or the white matter of
the patients of both groups.

Hatazawa et al (1997) found asymptomatic WMLs
subjects exhibited reduction of CBF in the white
matter and basal ganglia without decrease in CMRO..
They also observed an increase in OEF in these
areas, suggesting a chronic hypoperfusion in these
territories. The present study provided additional
information of reduction of both CBF and CMRO,
with an increase in OEF in the WML in the patient
groups with severe WMLs. Centrum semiovale is
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Table 2 Comparison of each parameter of the gas-PET study
between patients with severe or mild WMLs in the brain

Severe WMLs Mild WMLs P
group (n=9) group (n=9)
Frontal cortex
CBF (mL/100g 35.7+9.0 37.8+8.5 0.630
per minute)
CBV (mL/100g) 3.0+0.9 3.0+x0.6 0.969
OEF (%) 54.1+14.7 48.3£5.2 0.275
CMRO, (mL/100g 3.24+0.49 3.26%£0.73 0.946
per minute)
Parietal cortex
CBF 40.2+6.9 44.1%£11.6 0.403
CBV 2.8+10.7 3.1+0.5 0.284
OEF 50.6+£6.9 46.3+4.9 0.146
CMRO, 3.53+0.35 3.621+0.80 0.743
Occipital cortex
CBF 40.4%8.6 47.4116.1 0.266
CBV 3.5£0.9 3.7%x1.5 0.745
OEF 55.8+8.8 50.41+4.5 0.116
CMRO, 3.88+£0.63 4.22+1.16 0.442
Basal ganglia
CBF 45.1+9.4 49.5+t13.1 0.426
CBV 2.3%20.7 2.510.5 0.521
OEF 52.8t7.9 50.5*+6.3 0.505
CMRO, 4.14£0.66 4.43+0.90 0.441
Centrum semiovale
CBF 20.6+4.4 29.9+8.2 0.008
CBV 1.210.4 1.4+0.3 0.217
OEF 55.2+7.4 46.7+5.3 0.013
CMRO, 1.95+0.41 2.44+£0.42 0.025

CBF, cerebral blood flow; CBV, cerebral blood volume; CMRO,, cerebral
metabolic rate of oxygen; OEF, oxygen extraction fraction; PET, positron
emission tomography; WMLs, white-matter lesions.

P value by Mann-Whitney U-test.

located at the border of an area supplied by deep
perforating arteries and the terminal branches of
the middle cerebral artery. A decrease in CBF with
reduction of CMRO, in the centrum semiovale in the
present study should indicate a consequence of a
reduced tissue metabolism in this terminal zone.

In the present study, patients with severe WMLs
without major artery disease had increased OEF
showed by gas-PET; however, their ACZ reactivity by
H,O-PET was preserved. The vascular reserve capacity
evaluated by ACZ reactivity was preserved in both
patients with severe and mild WMLs. Reduction of
both CBF and CMRO, in the white matter was
previously shown in patients with the Binswanger
type dementia (Yao et al, 1990), being consistent with
our results. Postmortem neuropathologic studies have
shown decreased neuronal connectivity in the white
matter in progressive subcortical vascular encephalo-
pathy of Binswanger type (Yamanouchi et al, 1989,
1990). Functional reduction in cortical neuronal
activity due to disruption of connections between the
cortex and subcortex, as indicated previously (Pozzilli
et al, 1987; Sette et al, 1989), is likely to be associated
with a reduction of CMRQO, in the centrum semiovale
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Table 3 Comparison of CBF between patients with severe or
mild WMLs in the brain by H,O-PET

Severe WMLs Mild WMLs P
group (n=9) group (m=9)
Frontal cortex
CBF baseline 36.1+7.2 40.21+7.3 0.244
CBF ACZ 58.5+10.2 59.9+10.3 0.770
ACZ reactivity (%) 64.6 = 28.5 49.7+14.9 0.183
FParietal cortex
CBF baseline 39.71+4.8 45.7 +£10.5 0.136
CBF ACZ 62.0+7.1 66.9%14.6 0.387
ACZ reactivity (%) 57.2+17.1 47.1+13.5 0.181
Occipital cortex
CBF baseline 38.1+7.1 45.7+£11.5 0.109
CBF ACZ 61.7+13.3 70.1£17.0 0.259
ACZ reactivity (%) 62.21+21.5 54.2+16.6 0.392
Basal ganglia
CBF baseline 47.1+£9.8 54.6£11.3 0.148
CBF ACZ 73.7£10.5 85.71+24.6 0.200
ACZ reactivity (%) 60.9+31.0 55.7+£22.9 0.694
Centrum semiovale
CBF baseline 19.0+4.1 29.8+9.2 0.005
CBF ACZ 28.5+5.9 41.8+10.9 0.005
ACZ reactivity (%) 48.6 £22.6 42.5+17.2 0.524

ACZ, acetazolamide; CBF, cerebral blood flow; PET, positron emission
tomography; WMLs, white-matter lesions.
P value by Mann-Whitney U-test.
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in the patients with severe WMLs. Furthermore, the
cerebral vessels would not dilate during fluctuations in
systemic arterial pressure in daily life in these
conditions of disruption of connections. Chronic
hypoperfusion with a reduction of CMRO, in accor-
dance with a disconnection between the cortex and
subcortex may be the cause of development of WMLs
without major artery disease.

To our knowledge, this is the first report of
alterations in CBF, CMRO,, and OEF, with preservation
of ACZ reactivity in patients with mild or severe
WMLs, with careful consideration of possible metho-
dological errors. Indeed, quantitation of physiological
parameters using PET is still a challenging issue,
particularly in the white-matter area. As shown in
earlier studies (Herscovitch and Raichle, 1983; Huang
et al, 1987), the absolute values of both CBF and
CMRO; could be biased because the spatial resolution
of PET devices is limited compared with the physical
size of the brain tissue component, or the partial
volume effects. Oxygen extraction fraction is relatively
stable and is less affected by partial volume effects. Our
observation of increased OEF could not be explained
by partial volume effects alone. Scatter is smaller in 2D
mode in PET as compared with 3D acquisition. In this
study, scatter correction was applied to minimize
the contribution of radioactivity from the surrounding
tissue components due to scatter. The ROIs were
placed carefully with a guide of anatomical MRI to
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minimize the errors arising from radioactivity counts
of surrounding tissues. These factors remain concerns
to be dealt with in future investigations.

There are several issues that need to be addressed,
as follows. First, we intended to avoid possible
bias in the patient selection, but a relatively small
number of subjects could cause selection bias despite
our efforts. Second, three patients with dementia
were enrolled in the severe WMLs group. Because
oxygen metabolism in demented patients was
reported to be different from that in non-demented
patients (Yao et al, 1992), a reduced CMRO, with
reduced CBF in the severe WMLs group could be
attributed to secondary effects arising from decreased
cognitive function. Third, we examined the vascular
reserve capacity by ACZ challenge. Recently, ACZ-
induced vasodilation was reported not to inhibit the
visually evoked flow response (Yonai et al, 2010),
which indicates that the vasodilatory mechanism
during neurovascular coupling may be different
from the mechanism of ACZ-induced vasodilation.
Acetazolamide at a dose of 17mg/kg would not
cause maximal cerebral vasodilatation. However,
there were no significant differences in ACZ reacti-
vity between the two groups, and ACZ reactivity was
preserved in all patients in the present study. Fourth,
PET imaging in the present study was a single scatter
subtraction technique based on the Klein—Nishina
formulation which was implemented in the recon-
struction software (Watson, 2000). This technique
was shown to provide reasonable accuracy in several
phantom experiments. It should also be noted that
the data were acquired in 2D mode, which has much
smaller amount of scatter as compared with recently
available 3D mode. Further, the filtered-back projec-
tion technique was applied for the image reconstruc-
tion. In this procedure, the scatter contribution is
likely reduced in the reconstructed images. How-
ever, limited spatial resolution of PET devices is a
significant source of errors that causes possible
contamination of radioactivity counts of cortical
grey matter tissue. Exact magnitude of errors in the
calculated parameters in the WML cannot be well
defined. In addition, PET scanning in the present
study has not been applied to age-matched normal
subjects. Further systematic study is needed.
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In conclusion, we showed that there is reduced
CBF and CMRO,, and increased OEF in the centrum
semiovale of patients with severe WMLs compared
with patients with mild WMLs. The ACZ reactivity
was preserved in both patients with severe and mild
WMLs. Further studies will be needed to clarify the
pathogenesis of WMLs.
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Abstract

Objective In a typical single photon emission computed
tomography (SPECT) system, intrinsic spatial resolution
depends on the accuracy of the identification of an inter-
acting point, which is dominated by propagation of the
scintillation photons in the detector block. This study was
intended to establish a Monte Carlo simulation-based
evaluation tool taking into account the propagation of
scintillation photons to estimate the intrinsic spatial and
energy resolutions of the position-sensitive scintillator
block in a SPECT detector.

Methods We employed Geant4 Monte Carlo simulation
library which incorporated the optical photon processes for
two different designs of the position-sensitive scintillator
blocks. The validation of the simulation code was per-
formed for a monolithic Nal(T1) scintillator (251 x 147 x
6.4 mm?>) coupled to 15 flat-panel type multi-anode photo
multiplier tubes (PMT) (H8500: Hamamatsu) and results
were compared with those obtained experimentally. The
code was then applied to a LaBr3(Ce) scintillator of
120 mm square with varied thicknesses for designing high-
resolution detector.

Results The simulation resulted in 2.6 mm full width at
half maximum (FWHM) of spatial resolution and 9.0%
FWHM of energy resolution for the Nal(TI)-based detector,
which were in a good agreement of the experimental results,
i.e., 2.7 mm and 10%, respectively. These findings suggest
that Geant4 simulation including optical photon processes
enables to predict the spatial and energy resolutions of a
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SPECT detector block accurately. The simulation also
demonstrated that 2 mm spatial resolution can be obtained
for a 6 mm thickness of the LaBr;(Ce), which is a signifi-
cant improvement in performance as compared to existing
gamma camera system that employs the scintillation

- detector fitted with PMTs.

Conclusions The Monte Carlo simulation-based evalua-
tion tool was established to estimate the intrinsic spatial
and energy resolutions of SPECT detector with position
sensitive PMTs. This simulation may be useful to provide
an optimal design of a SPECT detector without physical
experiments.

Keywords LaBrs(Ce) - Monte Carlo simulation -
Geant4 - SPECT - Scintillation photon

Introduction

Single photon emission computed tomography (SPECT) is
capable of providing tomographic images of radiolabeled
tracers in vivo. The equipment essentially consists of
position-sensitive detectors fitted with several types of
collimators, which rotate around the object to be imaged. In
most SPECT detectors, the point of interaction between a
gamma ray and a scintillation crystal is identified by Anger
logic on a 2-dimensional domain. Interacting coordinates
are calculated by a weighted mean of the deposition of
scintillation photons. Spatial resolution depends on the
accuracy of identification, which may be degraded as a
result of the propagation of scintillation photons within the
detector system.

A Monte Carlo simulation is a helpful tool in designing
a new detector block. The simulation code is often useful
when optimizing design parameters of the detector block,
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e.g., the thickness and other geometric parameters of the
scintillator as well as the scintillator material, without the
need for physical experiments. In order to estimate intrinsic
spatial resolution and energy resolution, it is essential to
understand the process of transport of scintillation photons
in the detector system, as well as the interaction of gamma
rays with materials. Geant4 [1] makes it possible to sim-
ulate both these processes. Simulation studies on propa-
gation of scintillation photons have been performed using
Geant4 (or other code) [2-6]. However, it is difficult to
reproduce the intrinsic spatial and energy resolutions
accurately due to the many unknown factors (e.g., optical
properties of materials and electrical noise) to simulate
transporting scintillation photons. Resolutions essentially
depend on the number of obtained scintillation photons.
Geant4 does not include the optical properties of materials,
such as absorption length, refraction index, and reflection.
These data must be entered into Gean4 by users. The
simulation accuracy is sensitive to these optical para-
meters. To our knowledge, a validation study on spatial and
energy resolutions using Geant4 was performed only by
Van Der Laan et al. [2] for a positron emission tomography
(PET) instrument that employed a monolithic scintillators
(LYSO(Ce): 20 x 10 x 10 mm>and 20 x 10 x 20 mm>)
and avalanche photodiodes (APD).

In this work, we intended to use Geant4 for two types of
position-sensitive scintillation detector in a SPECT system.
Both detectors consist of a monolithic scintillator and flat-
panel type multi-anode PMTs (H8500: Hamamatsu). These
are different from detectors used in previous study [2]
regarding scintillator material, detector size and photo-
sensors. With regard to photo-sensor, detection principle of
PMT is absolutely different from that of APD. One detector
has a larger field-of-view (FOV) and is fitted with a par-
allel beam collimator for imaging the whole human brain.
The detector block consists of a Nal(Tl) scintillator

(251 x 147 x 6.4 mm®) and 15 PMTs. Its experimental
physical performance was used to validate the simulation
code, including the photon propagation processes. We then
extended this simulation geometry to another detector
block, which consists of a LaBr;(Ce) scintillator [7, 8]
coupled to 4 PMTs to achieve higher intrinsic spatial res-
olution. This detector has smaller FOV and may be fitted
with a pinhole collimator for focused imaging of a limited
area of the brain with higher spatial resolution of approx-
imately 1 mm [9]. We also investigated effects of inclined
incident angle of gamma rays into the detector in a pinhole
configuration on spatial resolution of the detector system.

Materials and methods
Monte Carlo simulation

We employed the Monte Carlo simulation library Geant4
(version 9.2.p02) in this study. Geant4 enables us to simu-
late not only interaction of gamma rays with several
materials but also transport of scintillation photons. In this
simulation, we took into account the following electro-
magnetic processes: Compton scatter, photo-electric effect,
Rayleigh scatter, multiple scatter, bremsstrahlung, and
ionization. The first three processes involve gamma rays;
the rest involve electrons. Optical photon processes in the
propagation of scintillation photons were also included:
absorption, Rayleigh scatter, reflection, and refraction.
Simulations were carried out for essentially two sets of
detector configurations as follows. The two sets of detector
configurations (large-FOV detector and small-FOV detec-
tor) were precisely reproduced as shown in Fig. 1. The
simulation configurations included scintillator, reflector,
optical window, optical grease, PMT window, and PMT
cathodes. Gamma rays entered the detector vertically,

Side View Top View Side View Top View
Reflector ~_| Reflector
Nal _ | X .
251x147x6.4 mm® ~ Optical Windo
Optical Window 8 mm
P e PMT Window
1.5 mmt
Gamma-ray Gamma-ray
B Anode B
Anode ] 1 Dead SPace o
i Dead Space Optical Grease HHAHHAHHH
PMT Window | H-H }ﬁ”“ immt 0
1.5 mmt b 1T H T BN LaBra(Ce)
. 120x120 mm?
Op"ﬁa'mG”rﬁase R 1=10,8,6,4,2,1mm
L (a) Large-FOV detector (b) Small-FOV detector

Fig. 1 Geometrical configurations of the large-FOV detector (a) and
the small-FOV detector (b). In the simulation, we included the
scintillator, reflector, optical window, optical grease, PMT window,
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and PMT anodes. The scintillator thickness of the small-FOV detector
was varied (10, 8, 6, 4, 2, and 1 mm)
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except for the simulation carried out for a pinhole config-
uration. When a gamma ray interacted with the scintilla-
tor and deposited its energy, scintillation photons were
emitted isotropically. The emission spectra of Nal(T1) and
LaBr3(Ce) are shown in Fig. 2a. The number of scintillation
photons followed the Poisson distribution, and the mean
was proportional to the energy deposition (LaBrs(Ce): 63
photons/keV; Nal(Tl): 38 photons/keV). The scintillation
photons propagated in the scintillator, optical window,
optical grease and PMT window. At the reflector, the
Lambert reflection was applied. The reflectance was 0.95
(white plastic). For a photon that was not reflected, pro-
pagation was terminated. At other boundaries between
materials, the Fresnel reflection or Fresnel refraction was
applied. When scintillation photon reached a cathode, the
detection was determined by the quantum efficiency
(Fig. 2a, gray line) and the collection efficiency (60%) of
the H8500. The interacting point was reconstructed by
Anger logic. An error of 17% was assigned to the anode
gain. The error was estimated from anode uniformity map
described in the specification. Transmittances of Nal(Tl)
and borosilicate glass are shown in Fig. 2b. PMT cathodes
and dead space surrounding the cathodes were assumed to
be perfect absorbers. This simulation did not include
absorptions by LaBr3(Ce) and optical grease, because these
transmittance data are not available. However, according to
[10], the absorption for visible light is low. The thickness of
optical grease was assumed as 1 mm. Refractive indices of,
Nal(Tl), LaBr3(Ce) and optical grease are 1.85, 1.9 and
1.465, respectively. With regard to borosilicate glass, the
index was shown in Fig. 2c. These data were obtained from
each specification.

Validation of the simulation code
To validate the Monte Carlo simulation, we compared
spatial and energy resolutions obtained from the simulation

with experimental values for the large-FOV detector. The
experimental setup was as follows. The detector consisted

(a) Emission Spectra and Quantum Efficiency

(b) Transmittance

of a monolithic NaI(Tl) scintillator (Saint-gobain) of
251 x 147 x 6.4 mm>, fitted to 15 flat-panel type multi-
anode PMTs (H8500: Hamamatsu) arranged in a 5 x 3
array. Each of the PMTs had 64 cathodes (8 x 8 array) that
measured 5.8 mm square (6.08 mm pitch at center). The
size of each PMT was 52 x 52 mmz, and the PMT window
was a 1.5 mm thickness of borosilicate glass that was
transparent to visible lights. The Nal(TI) scintillator was
covered with a white diffuse reflector and an optical win-
dow of 3 mm thickness at the connection side of the PMTs.
The optical window was also made of borosilicate glass.
The Nal(Tl) scintillator was coupled to the PMTs by
optical grease (BC630: Saint-gobain). Electric resistance
arrays were connected to the anode outputs. The sum of the
anode outputs and the positional coordinate (x, y) calcu-
lated by Anger logic were recorded in list mode. A
specially designed collimator was placed in front of the
detector block. The collimator was a 300 x 200 x
10 mm? block of lead with 170 holes of 1.5 mm diameter
arranged in a 17 x 10 grid pattern with a grid interval of
15 mm. Small-tube sources (7 mm diameter) filled with
Tc-99m solution were placed on 170 collimator holes, and
position dependency of the energy spectra and point spread
functions were measured. Energy and spatial resolutions
were then evaluated.

In the simulation, spatial and energy resolutions were
evaluated for the Nal(Tl)-based large-FOV detector by
exposing 3000 gamma rays (141 keV) to the detector as a
parallel beam with a circular distribution of 1.5 mm
diameter at each of the hole positions. Interactions with the
collimator were not included to reduce the computing time.

Application to the design of a new detector

Another series of simulations were carried out for the
small-FOV detector to optimize the geometrical parame-
ters. The scintillator was assumed to be LaBrs(Ce) with a
surface area of 120 x 120 mm? The scintillator was
coupled to 4 PMTs (H8500) arranged in a 2 x 2 array. The

(€) Refractive index
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Fig. 2 a Emission spectra of Nal(Tl) (solid line) and LaBrs(Ce)
(dotted line) (BrilLanCe350: Saint-gobain) together with the quantum
efficiency of the H8500 (gray line). b Transmittance of Nal(Tl) and
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surface of the scintillator was covered with a white diffuse
reflector. The thickness of the scintillator was varied (10, 8,
6, 4, 2, and 1 mm) and the optical window thickness was
also varied (1 and 3 mm). Simulation was also carried out
using Nal(T1) instead of LaBr;(Ce) as the reference.
Additional simulations were performed to evaluate effects
of varying incident angle for a detector fitted with a pinhole
collimator. Finally, detection efficiency defined as follows
was estimated

Number of full energy despitions
Number of incident gamma rays

Efficency =

Densities of Nal(Tl) and LaBr;(Ce) were 3.67 and
5.08 g/em®, respectively.

Gamma rays (141 keV) entered the scintillator vertically
at 49 positions on a 7 x 7 grid with 15 mm intervals,
similar to the source position of the large-FOV detector. In
the pinhole configuration, gamma rays were generated at a
point 86.6 mm above the center of the detector to the
49 positions. The maximum incident angle was 60°. 1000
gamma rays were simulated at each position.

Analysis

In both the simulation and experiment, the spatial and
energy resolutions were evaluated at every grid points as
follows. Photo-peak of 141 keV was fitted using a Gauss
function, and 3-sigma region as an energy window (e.g.,
116-164 keV for the experiment with Nal(Tl)) was selec-
ted. Using energy-selected events, interacting points were
reconstructed by Anger logic and projected into the x and y
directions. The spatial resolution was calculated by fitting
with a function that took into account the diameter of holes,
expressed as follows:

f(x) 8(x) x h(z — x)dx

() (&)

(a) Experiment

5§

1
T 2a

&

»

#*

f (x) is assumed to be a convolution function of the Gauss
function g(x), which serves as a point spread function, and
the uniform distribution % (x), which describes the source
distribution. erf is an error function, a is the diameter of a
hole, and b is the position of a hole. The spatial resolutions
for each position were calculated according to the term

v/81In2 x o, where ¢ is the standard deviation of the Gauss
function. Finally, the energy resolution was derived from
the energy spectra at each position. In this analysis of the
experiment, background counts were subtracted from the
experimental data.

We compared spatial resolution (FWHM mm) and
energy resolution (FWHM %) with experimental results of
the large-FOV detector. The planar image, spatial resolu-
tion in x and y direction, energy spectra, and their average
resolutions were used for the comparisons. Finally, the
small-FOV detector was designed to optimize spatial res-
olution and detection efficiency.

Results
Validation of simulation code

Planar images of multiple point sources obtained from the
experiment and the simulation for the large-FOV detector
are shown in Fig. 3. It can be seen that intervals between
points are constant around the center, but becomes closer at
the edge. The spatial resolution in the x direction along the
central line is shown in Fig. 4. The spatial resolutions are
almost homogenous around the center but become gradu-
ally worse at the edge of the detector in both the simulation
and experiment. In the simulation, spatial resolution agreed
with the experimental results within approximately 10%
at + 105 mm distance from the center. At the position
10 mm away from the detector edge, the resolutions
become relatively worse. The experimental mean resolu-
tion, omitting those from the edge, were 3.6 and 3.1 mm in

(b) Simulation

% 4 @ N

L T

EE Y

Fig. 3 Planar images of multiple point sources obtained from experiment (a) and simulation (b). These interacting points are calculated by

Anger logic
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Fig. 4 Comparison of spatial resolutions in the x direction. The
resolutions are for lines from the 5th row from the bottom in Fig. 3.
The solid line shows the experimental result, and the dotted line
shows the simulation result

the x and y directions, respectively. The best resolutions in
the x and y directions were 3.0 and 2.7 mm; these were
obtained at the center. In the simulation, the mean reso-
lutions in the x and y directions were 3.3 and 3.0 mm,
respectively. The best resolutions were 2.8 and 2.6 mm for
the x and y directions. Figure 5 shows the energy spectra at
the center. The broadness of the peak in the simulation
corresponds to the fluctuation of the number of obtained
scintillation photons. The energy resolutions determined
from spectra of the experiment and the simulation were
10.0 and 9.0% (FWHM), respectively. With respect to
energy resolution, clear position dependence was not
observed. The mean and deviation of energy resolution of
the experiment and the simulation, respectively, were
10.3 £ 0.2 and 9.3 £ 0.3%.

Application of the simulation code for designing high-
resolution detector

The simulation results of planar images of multiple point
sources for the small-FOV detector with different thick-
nesses (10, 6 and 1 mm) are shown in Fig. 6. Clear sepa-
ration of source positions was obtained in the thin
scintillator, especially the 1 mm thickness. As the scintil-
lator was thicker, interval of source positions decreased and
the point spread function blurred. The mean spatial reso-
lutions with thicknesses of 10, 8, 6, 4, 2, and 1 mm are
shown in Fig. 7a together with the cases in which the
scintillator is Nal(T1), the thickness of the optical window is
1 or 3 mm, and the angle of incidence is oblique. In these
configurations, comparable resolutions in the x and y
directions were obtained. LaBr3(Ce) had better spatial res-
olution than Nal(Tl) by 22-36%. The best resolution was
0.76 mm with 1 mm thickness. Energy spectra obtained
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Fig. 5 Energy spectra at the center of the detector. The solid line
shows experimental results; the dorted line shows the simulation. In
the simulation, energy spectra are derived from the number of
obtained scintillation photons

from LaBr3(Ce) and Nal(T1) of 1 mm thickness at the center
of the detector were shown in Fig. 8. The numbers of
obtained scintillation photons in an event of full energy
deposition (141 keV) were 5039 and 3103, resulting in
energy resolution of 8.65 and 11.7%, respectively. The
detection efficiencies are shown in Fig. 7b. The maximum
efficiency for the 141 keV gamma rays was 93% with
10 mm thickness. The efficiency decreased with thinner
scintillator (26% for 1 mm thickness). Varying the optical
window between 1 and 3 mm had little effect. For the
oblique incident cases, the spatial resolution became
slightly worse by several percent.

Figure 9 shows an average distribution of scintillation
photons on the 16 x 16 anodes in the case of 1000 gamma
rays entering the of the detector. The thicker scintillator has
a wider spread of scintillation photons.

Discussion
Adequacy of the simulation

This study demonstrates the adequacy of the simulation
code. Both the spatial resolution and the energy resolution
appeared to be well reproduced between simulation and
experimental data. It has thus been suggested that Geant4
with optical photon processes would be of use when one
intends to optimize the design of a new scintillation detector
assembly. However, the simulation systematically exhibited
small but significant overestimations compared with the
experimental data. This can probably be attributed to
additional errors in the experiments, which have not been
taken into account in the simulation. Potentially influen-
tial factors include electrical noise and/or uncertainties
in the multiplying processes of the PMTs. The angular
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Fig. 6 Reconstruction of interacting points with a simulated
LaBr;(Ce) scintillator with thickness 10 mm (a), 6 mm (b), or
1 mm (c¢). 141 keV gamma rays entered the LaBr;(Ce) scintillator
vertically at 49 positions arranged ina 7 x 7 grid pattern with 15 mm
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Fig. 7 Spatial resolutions (FWHM, mm) and detection efficiency (%) of the small-FOV detector estimated by simulation. Thickness was varied
from 10 to 1 mm.”OpWin” stands for the optical window. “Oblique” means that gamma rays enter the scintillator at an oblique angle
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Fig. 8 Energy spectra LaBr;(Ce) (solid line) and Nal(T1) (dot line) of
1 mm thickness at the center of the small FOV detector normalized by
the maximum counts. Energy resolutions of LaBr3(Ce) and Nal(T1)
were 8.65 and 11.7%, respectively
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distribution of the source is also considered as an influential
factor. The beam was parallel in the simulation, but there
were slight obliquely incidents in the experiment. Differ-
ences in the spatial resolution in the x and y directions can
be attributed to difference of the number of cathodes along
the x and y axes. The larger number of cathodes causes a
larger uncertainty in the position identification due to the
statistical fluctuation of scintillation photons at each anode.
Note that the simulation of a square detector geometry for
the small-FOV detector resulted in comparable resolutions
for both the x and y directions. The spatial resolution has a
position dependency, and decreases near the edge. This is
because the distribution of the scintillation photons entering
the cathodes is isotropic at the center, while scintillation
photons partially reflect at the edge, resulting in an asym-
metrical distribution at the edge of the detector. This caused
decreased linearity performance and degraded spatial
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Fig. 9 Average distribution of scintillation photons on the 16 x 16 array of anodes. Gamma rays enter the edge of the detector. Scintillator

thickness is 10 mm (a), 6 mm (b), or 1 mm (c)

resolution near the edge. Energy resolution depends on the
number of observed scintillation photons. Homogeneous
energy resolution indicates that the correction efficiencies
of scintillation photons are almost equal over the entire
detector. Importantly, the energy resolution was highly
reproducible without any arbitrary parameters. It is often
the case in most Monte Carlo simulation studies that energy
resolution is fitted to match the experimental results.
However, this simulation can reproduce the energy resolu-
tions for a given set of detector design parameters. This
is one of the most important features of this study. The
simulated energy spectrum of the scatter region (below
120 keV) was different from the experimental results. It
was probably due to the scatter from the collimator in the
experiment. The simulation did not include interaction with
the collimator.

Conceptual design of high-resolution SPECT system
for human brain

We performed the simulation for optimizing a new high-
resolution detector system for SPECT described in [9].
A pinhole collimator can be adopted to achieve the high
spatial resolution typically achieved with a small-FOV. The
reconstructed FOV can, however, be truncated if applied to
an object which is larger than the FOV; this truncation can
cause artifacts in the reconstructed images, and errors in the
quantitative pixel counts. A new technique for truncation-
compensated 3D-OSEM reconstruction [11], based on the
theory proposed by Kudo et al. [12], could be one appli-
cation of the two detectors presented in this study. One
detector, with an Nal(Tl)-based large-FOV detector,
provides an image without truncation, and is used as a
supporting information for reconstructing truncated data
from the small-FOV detector successfully. The small-FOV
detector has the potential to provide high resolution of
approximately 1 mm, but with possible truncation. Thus,
the combination of the two types of detectors may provide
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SPECT images with both high spatial resolution and the
quantitative accuracy of a magnified FOV. To achieve such
a high resolution in practice, a prior high-accuracy estimate
is essential. Monte Carlo simulation code, validated for a
scintillator based on multi-anode PMTs, would be helpful
for optimizing and validating various design configurations.

Design of the small-FOV detector with high resolution

LaBr3(Ce) is a promising material for use in scintillator
crystals to achieve higher resolution than Nal(Tl); this is
primarily due to the larger amount of scintillation photons, as
demonstrated in this study. The thinner scintillator provides
better spatial resolution, because thinner scintillators prevent
the spread of scintillation photons, as shown in Figs. 6, 7 and
9. However, efficiency decreases with a thinner scintillator
crystal, resulting in reduced sensitivity of gamma-ray
detection. Thus, there is a trade-off between spatial resolu-
tion and detection efficiency. A thickness of 6 mm appeared
to be best suited for our detector system, as we originally
aimed at achieving a spatial resolution ~1 mm with suffi-
cient detection efficiency. If we use a pinhole collimator with
0.5 mm diameter and threefold magnification factor, an
intrinsic spatial resolution of ~2 mm would provide
the spatial resolution of 1 mm in a SPECT system [13].
The simulation demonstrated that a 6 mm thickness of
LaBr3(Ce) can provide ~2 mm intrinsic spatial resolution
and a detection efficiency of approximately 86% for
Tc-99m, that efficiency is comparable to the performance of
currently popular SPECT detectors. Using a pinhole colli-
mator, spatial resolution could be slightly worse; this would
be attributed to the spread of interaction points in the
x-y plane due to the oblique angle of incidence. To evaluate
the differences between vertical and oblique angles of inci-
dence, it is necessary to simulate both gamma rays and
scintillation photons, as we have done in this simulation
study. Geant4 is of use for such evaluations, because it takes
both processes into account.
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Detector systems that consist of a monolithic scintillator
and multi-anode PMTs have the potential to improve spa-
tial resolution over what is currently achievable. In this
study, Anger logic using all anodes was employed to
identify an interacting point. Anger logic using a subset of
anodes will improve the spatial resolution, the nearest-
neighbor algorithm [14], and nonlinear least squares
method [15] are also promising methods. In the future, in
order to employ these methods, analog-to-digital convert-
ers (ADC) for all anodes will be installed in our detector
systems.

Conclusion

We performed the Geant4 simulation that took into account
propagation of gamma rays and transport of scintillation
photons. The simulation reproduced experimental results
with regard to both spatial resolution and energy resolution
for a SPECT detector based on Nal(Tl) scintillator and
position sensitive PMTs (H8500). We demonstrated a
simulation for a design of the small-FOV detector to
optimize geometrical parameter. This simulation may be
useful to provide an optimal design of a SPECT detector
without physical experiments.
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ORIGINAL ARTICLE

Effects of patient movement on measurements
of myocardial blood flow and viability in resting
15O-water PET studies
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Background. Patient movement has been considered an important source of errors in
cardiac PET. This study was aimed at evaluating the effects of such movement on myocardial
blood flow (MBF) and perfusable tissue fraction (PTF) measurements in intravenous >O-water
PET.

Methods. Nineteen '>O-water scans were performed on ten healthy volunteers and three
patients with severe cardiac dysfunction under resting conditions. Motions of subjects during
scans were estimated by monitoring locations of markers on their chests using an optical
motion-tracking device. Each sinogram of the dynamic emission frames was corrected for
subject motion. Variation of regional MBF and PTF with and without the motion corrections
was evaluated.

Results. In nine scans, motions during 150-water scan (inter-frame (IF) motion) and
misalignments relative to the transmission scan (inter-scan (IS) motion) larger than the spatial
resolution of the PET scanner (4.0 mm) were both detected by the optical motion-tracking
device. After correction for IF motions, MBF values changed from 0.845 + 0.366 to
0.780 + 0.360 mL/minute/g (P < .05). In four scans with only IS motion detected, PTF values
changed significantly from 0.465 + 0.118 to 0.504 * 0.087 g/mL (P< .05), but no significant
change was found in MBF values.

Conclusions. This study demonstrates that IF motion during O-water scan at rest can be
source of error in MBF measurement. Furthermore, estimated MBF is less sensitive than PTF
values to misalignment between transmission and 'O-water emission scans. (J Nucl Cardiol
2012;19:524-33.)

Key Words: Myocardial blood flow » water-perfusable tissue fraction « PET * myocardial

perfusion imaging * motion correction * *O-labeled water

INTRODUCTION

Positron emission tomography (PET) has been
extensively utilized for a wide range of non-invasive
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functional imaging of the myocardium in vivo. When
using this method, the global body movements of
patients could be a source of quantitative errors. Such
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movement could be particularly problematic when scans
are carried out for a relatively long period.'” Problems
also arise when studies are carried out during physio-
logically stressed conditions, e.g., a cycling exercise in
the PET scanner.” Errors can be attributed not only to
the mismatch between the emission and the transmission
data but also to the patient motion during each of the
emission and/or the transmission scans.’

150-water PET studies provide quantitative infor-
mation regarding myocardial blood flow (MBF) and
coronary flow reserve (CFR), as well as a marker of
myocardial viability, termed the water perfusable tissue
fraction (PTF) or water perfusable tissue index (PTD).*1'?
The distribution of radioactivity during **O-water PET
varies over time; this poses challenges for software-
based correction of patient movement. Naum et al
proposed to correct for such motion based on the rigid
body model by aligning two external radioactive mark-
ers on the back of each subject. This study was
conducted by performing dynamic scans while the
subjects were under resting conditions and engaged in
a cycling exercise.” Although no correction was made
for the misalignment between transmission and emission
scans, their study demonstrated reasonable improvement
in calculated MBF values.

In our previous work, we developed an alternative
system that uses an optical motion-tracking device to
detect and correct for the patient’s global movement
during a cardiac *O-water PET study.'” Our system
provides a correction for movement during dynamic
scanning, as well as for misalignment between the
transmission and the emission scans, to compensate for
errors in attenuation correction procedures. We evalu-
ated and methodologically validated the inherent
accuracy of this system in a cardiac phantom study.
The correction for simulated global movement in a '>0O-
water cardiac PET study of a healthy volunteer has also
demonstrated reasonable regional MBF values, com-
pared to values not adjusted for movement.

The purpose of this study was to evaluate the effects
of global movements of subjects on quantification of
MBF and PTF. Our previously validated system was
used to detect and correct for the global movements of
healthy volunteers, as well as patients who have suffered
from severe cardiac dysfunction, during *°O-water PET
studies under resting conditions.

METHODS

Subjects

Subjects consisted of 10 healthy volunteers and 3 patients
with previous myocardial infarction. The volunteers were all
male, 22-32 years of age (mean + 1standard deviation (SD)
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25 + 3 years). The volunteers had no signs or symptoms of
ischemic heart disease. Patients were studied before and after
the cell transplantation therapy with autologous myoblast
sheets (AMS).!*"> Scans were carried out by independent
clinical research project, but were included in this study by
mutual agreement. Two of the patients were male, the other
was female; patients were 43-63 years of age. All patients had
left ventricular assist systems (LVASs) at the time of PET
study, except for one patient who received LVAS after the first
PET and before the second PET studies. The PET studies were
carried out 67-104 days (mean + SD 82 + 19 days) after the
implantation of LVASs, and 26-106 days (mean + SD
56 + 44 days) after AMS transplantation therapy. All subjects
gave written informed consent according to a protocol
approved by the Ethical Committee and Internal Review
Board of Osaka University.

PET Scan

The PET scanner was a HEADTOME-V tomograph
(SHIMADZU Corp., Kyoto, Japan).’® All data were acquired
in 2D mode. Reconstructed images were obtained using a
filtered back-projection algorithm with a Gaussian filter of
9 mm (full width at half maximum). The matrix and voxel
sizes of reconstructed image were 128 x 128 x 63 and
2.03 x 2.03 x 3.13 mm°, respectively. No scatter correction
was applied to the image reconstruction.

Each subject was laid on the bed of the PET camera
without any fixation of the body, and scanned at rest. A
transmission scan was carried out first for correction of photon
attenuation (20 minutes on the healthy volunteers, 10-15 min-
utes on the patients). A ?0-CO emission scan for blood pool
imaging was initiated 8 minutes after inhalation of *>0-CO gas
for 2 minutes (3.0-3.2 GBq). The >O-water dynamic emission
scan was then carried out following intravenous administration
of 1*0O-water (1.1 GBq over 40 seconds) into the brachial vein,
except for one patient who received the administration via
right femoral vein. 'O-water scans were performed for
6 minutes, using 26 dynamic frames consisting of 12 x 5 s,
8 x 155, and 6 x 30 s. O-water scans were performed only
once on eight healthy volunteers; two of the volunteers
underwent °O-water scans twice. Thus, a total of twelve 150.
water scans were carried out on the healthy volunteers. One
patient underwent PET scans three times (before and after the
implantation of LVAS, and after the cell transplantation
therapy); the other two were scanned twice (before and after
the cell transplantation therapy). Thus, a total of seven PET
studies were carried out on the patients.

Motion Detection and Correction

Subject motion during cardiac '°O-water PET was
detected using an optical motion-tracking device, POLARIS
(Northern Digital Inc., Canada). This method for motion
correction (MC) is based on a rigid body model, and performed
on each sinogram of the dynamic frame to correct for inter-
scan (IS) and inter-frame (IF) motions, as shown in Figure 1.
The correction process was performed automatically, based on
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Figure 1. Schematic diagram of the correction for IS and IF motions.

user input consisting of subject locations measured by
POLARIS, sinograms, and reconstruction parameters. In this
manuscript, the IS motion denotes global motion between
transmission and the first frame of O-water emission scan;
the IF motion, which is in addition to the IS motion, denotes
global motion between frames of the *O-water scan. Meth-
odological details regarding detection and correction of the
motions are described in our previous studies.!?17-18

Motion Classification

Global movement during 'O-water scan was character-
ized as consisting of IS and IF motions. Accordingly, motion
was classified as: (1) IS + IF, in which both IS and IF
motions were present; (2) IS motion only; (3) IF motion only;
and (4) neither type of movement was present (NE). The
presence of each IS and IF motion was determined as
described below. Using values f(i), £,(i), and £(i) to
represent translational movement in the x, y, and z, respec-
tively, directions between the transmission and the ith frame
of the O-water scans, IS motion was considered significant

if 4/t(1)° —{—ty(l)2 +1,(1)* > 4.0mm, where the value of

4.0 mm was the intrinsic spatial resolution of the PET
scanner.®

IF motion was considered to be significant if
max{L(i), H(i)} > 4.0mm, where L(i) represents the gradual
movement of the subject during the scan, and H(i) denotes the
motion between adjacent frames. These two components of the

IF motion can be expressed as

77

L(i) = Z [[»V(i) - tW(l)]z (1a)
HG) = [ > () —tuli— D (1b)
W=x,y,2

Motion Effect Evaluation

To evaluate motion effects on perfusion and viability
measurements, we estimated regional MBF and PTF values for
nine myocardial segments (anterior, lateral, posterior, and
septal wall regions at middle and basal levels, as well as apex)
with and without MCs, as described in the following section.
Percent differences in the estimated values between with and
without MCs for the nine myocardial regions were statistically
tested using a one-way ANOVA to find myocardial segments
sensitive to global movement. The percent differences were
employed owing to avoiding difference of physiological states
cross the subjects. The percent difference was defined by
%Aq(i) = 100 X |qw(i) — gwo(i)|/qwo (i), where gw(i) and
gwo(i) are MBF or PTF values, respectively, for the ith
myocardial segment with and without MCs. Absolute values of
MBF and PTF with and without MCs for each group were also
assessed using Bland-Altman analysis and a paired 2-tailed ¢
test. In the IS + IF motion group, to assess the effects of IS
and IF motions, additional MBF and PTF estimations were
performed on the data from '>O-water images corrected for IS
motions (IS + IF — IS) and also on data corrected for IF
motions (IS + IF — IF). The quantitative values obtained
from IS 4 IF — IS data were considered to be affected by IF



