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administered materials in toxicity studies is fundamental, and char-
acterizing delivered nanomaterials after administration in a test
system or model provides the best quality data on dose and mate-
rial properties that are related to observed responses, but this is
limited by current methodological capabilities [2]. Further studies,
especially in vivo, using different types of characterized materi-
als, relevant routes of administration, and doses closely reflecting
expected levels of exposure are needed to adequately evaluate the
reproductive and developmental toxicity of nanomaterials.
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ABSTRACT — The purpose of a toxicity lest is to defermine the no-observed-cffect level (NOEL) of
test substance through biological and pharmucological techniques. If the low dose not does show statisti-
cally significant and biologically relevant changes in the data evaluated ina study, the usual practice is fo
consider this dose as the NOEL. To overcome this, 6 types-of techniques that scemed (o be appropriate are
presented in this paper by investigating the results of several domestic and foreign theses an toxicology.
The most appropriate techniques appear to be the trend test, comparison between treatment group and his-
torical contiol by #-test, and confirmation that all individual values lie within the 93% confidence interval
(2 SD) of the historical control value, it a significant difference is admitted in the low dose.

Key words: Toxicily, Rodents, Statistics, Historical control data, Incidental change,

Standard deviation and error

INTRODUCTION

Toxicity test is necessary for evalualing the safety of
industrial chemicals according to the Chemical Substanc-
es Control Law (1986). Quantitative data obtained from
toxieity studies with test substance in rodents ave ana-
lyzed by using decision tree procedurc {Hamada ¢/ al.,
1998; Kobayashi ef al., 2008). 1f statistical aumalysis of
such data reveals that low or mid dose data are signifi-
cantly different as compared to the control group used as
a reference for that particular study, it may not be possi-
ble to deterimine the no-observed-effect level (NOEL) of
that test substance, This significant difference obiained in
the low and mid dose groups is usually not considered as
incidental. This can be confirmed by comparing the data

of these groups with the historical control daia obtained

from the testing facilities or by confirming that there was
no dose-related pattern observed, statistically or visually.
Usually the comparison with the historical control data is

made by cheeking the data of the treatment groups (low
and wid dose), whether they lic within the width of 2
standard deviations (S.12.) of the hislorical control data,
If the data of the treatment groups lie within the width
of 2 8.1, of the historical confrol, it is assumed that the
changes shown. by (hese groups are incidental. However,
the 8.D. plotted shows the distribution patlern of all the
mdividual historical conirol data, whereas the data of the
treatment group is oblained by calculating the mean of
5 10 35 animals used in an experiment. Honee, the com-
parison between these 2 data sets may be erroncous since
the quality of data of both the groups is differont. In order
to resolve these disagreements and to coufirm inciden-
tal finding, this paper presents six alternative technigues.
We would have liked to have documented the uniform-
ity of cach testing facility in the form of a thesis; how-
ever, the documentation of this kind is problemalic since
there ave resivictions in publishing the toxicily results of a
non-government organization and since the invesligation

Caorrespondence: Katsumi Kobayashi (E-mail: kobayashi-katsumi@nite.gojp)
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lic within the width of £ 2 5.0 of the historical control .

value (Fig. 1).

(3) Also tiic difference between the mean value of the

historical control group and that of the (reatment group.i is 1o
 nificant differences shown by the treatiment groups were

analyzed by {he f-lest ( [;tb!c )(

The NOEL /udgmenl?

The NOEL is judged by the study director on the basis

of histher knowledge and expericnce in addition to the
data presented in the thesis. Tn this case, priority may be
given to the clinical relevance of the dala as compared to
the statistical significant difference. For instance, a sig-
nificant difference might be-detected by using statistics
when considering parameters that have a small variance,

sueh as the clectrolyte concentration or specific gravity of

urine samples. In this case, statistical results are ignored,
and the clinical relevance is considered.

Checking the reliability of the control group

1t is somictimes necessary to chéck whethier or not the
control group used it study is in the normal range. The
comparison of the treatment group with double controls
(usually used in basal diet experiments) is also made by
slatistical analysis. Alternatively, the conlrol group can be
compared with the historical control value.

Investigation using published studies

28-day repeated dosing study in accordance with the
Chemical Substanice Control Lasw

The examples of the 28-day repeated dose toxicity
study in rats are available in the public domain (http://
drad mihs.go jpimblw_dala/jsp/ScarchiPage.jsp) and arc
presented in Table 1.

When the data of the treatment groups were compared
with lhe historical data, it was found that the mean values

s welgl=7.8 ¢

H € avalug in dose group

? ¢ fnarood’ 1

MeanE28D  x o0 s v e

is there an individual of the examination group within
mean 2 8.0, of the historical value?

Fig, 1.

of the treatment groups were within the range of £ 2 5.D.
of the historical control (idm bul not within the range of £

2 8.1, of it (except GPT of CAS No. 97-52-9) (Table 1),
In the above studies, the anthors judged whether the sig-

incidental or not by examining the data of the treatment
groups with regard to the range of + 2 S.E. of the respec-
{ive historical control data. 1f the data of the treatiment
groups fallawithin the range of & 2 S.E. of the historical
conirol, they were considered as incidental. However,

~when the data were analyzed using f-test, adrenal weight

(CAS No. 7756-94-7) and total protein (CAS No. 56-93-
9) of the high dose were significant. Though the caleula-
tion procedure of /-test is based on the SEs of the treat-
ment and historical control groups, it should be borne in
mind that the number of animals used in these groups is
different, being much larger in the latter, since the source
of historical control data is several studics. Bui, while
comparing the values within the range of the standard
crror, the number of animals used in-cach group is not
taken into cousideration.

In the repeated dose toxicity S‘iudms when a signifi-
caul difference between the treated and cantrol values is
deteeted at the low or medium doses, the determination
of NOEL is difficult. An attemipt was made to find cut a
solution o this problem by investigating 28-day repeal
dose (oxicity gavage studies in Spraguc-Dawicy (SD) rats
wherein 126 test substances were analyzed in accordance
with the Chemical Substance Control Law guidelines
(http://drad.nihs.go jp/mhlw_data/jsp/ScarchPage.jsp)
(Table 2). Among the studics investigated, only one test-
ing facility in Japan described historical control mean val-
uc + 8.3, and the number of animals clearly in the report,
The statements, such as “No dose-related pattern or dose
dependency”, made in the reports clearly show that there
is no significant difference in the high and/or medium
dose groups. It scems (hat the dose-response pattern and/
or the dose dependeney in most of the studies have been
evaluated solely by a macroscopic decision, The follow-
ing or similar statement from several report, supports our
view, “this change was within the physiological range
and/or the historical control range or is minimal change.”
In these reports, (he authors have not given the range of
values for the historical controls. Thus, the study direc-
{or assumed that the chatige in this dosage group to be
an incidental change without a statistics or solid scientif-
{c support.

Studies published in journals

On investigating the changes of parameters of dosage
groups of several repeated dose toxicily studies in rodents

Vol. 35 No. |

—208—



Relation between statistics and NOEAL obtained from toxicity tost

Pabie 3. Grounds considered as incidental changes to the significant differcnces in dosed group of repeated dose

toxicity studies

Reason assumed to be incidental change

Reference

Presence of dose-related pattern, visually

Nishiguchi e al., 1997; Nishiguchi ef of., 1994; Takagi ef «l., 1992b; Nakano ef of,,

1992; Tamura ¢f al., 1983; Yamazaki ef al., 2008; Chemical product Safety Center,
1994; Griffiths ef af., 2007; Topping e al., 2007; Guijie ef al., 2006; Poon ef al.,
1998; McClain ef al., 2006; Sato et al., 2007; Hellwig et al., 1993; Webb ef af,, 1993;
Mellert ez al., 2002; Biir ef al., 1995; Avterbuen ¢f of., 2000; Goldsmith, 2000; Lee

et al., 2004; Janssen et al., 2000; Kanki er al., 2003; O'Hagan and Menzel, 2003;
Nakamura et al., 2001; Thomas ef ol., 19915 Abdo ef al., 1986; Morgan ef al., 1989;
Prnnick ef al., 1987; Okazuki ef al,, 2002; Okawaki ef al., 1993; Kato et al., 1993;
Jeoug of al,, 2006; Shim er al., 2003

No change in a related parameler

i of el., 1997; Takeuchi of al., 1985; Jonker ef al., 1993; MacKenzic et al., 1992a;

Barber and Topping, 1995; Oshima ef af., 1999; Suzuki ef al., 1997; Graga ef af.,
2007; Shimpo ef al.,, 1990

High or tow value of contrel group

Study-dirccter's judgment (no significant
biological difference effect, negligible
change, within physiclogical change or
sporadic change)

Within historical range (background data} or
normal range (not deseribed to macroscopic
or statistic significant)

Compared with another coutrol other than
vehicle control {usitg by double control)

Statistics processing with normal valucs Cerdi ef af., 2003

{historical data) range

Inui of al., 1997; Mellert e f., 2002; Macti et af., 1987

Takagi er al., 1994a; Nakano et af,, 1992; Kato ef al., 1991; Takahashi e/ al., 1986;
Omosy ef al., 2003; Griffiths ef al., 2007; Topping ef al., 2007; Tnut et gl.,, 1997; Cho
¢t al., 2006; MacKenzic ef al., 1992z, 1992b; Juberg ¢f al., 1998; Horvath et al,, 2002;
Kotkoskic ef af., 1998; Oshimaef al., 1999; Yietal, 2007

Takahushi ef al., 1986; Tamura ef al., 1983; Omosu ¢f al,, 2003; Grifliths ef af., 2007;
Guijic ef al., 2006; McClain ef al., 2006; Horvath ef af., 2002; Kitamwra ¢f af., 2003;
Hart, 1988; Suzuki et af., 1994; Shiraishi et af., 2006

Takahashi o7 af., 1986; Webb ef al., 1993; Arterbuen ef al,, 2000

1. There is no significant difference if the mean val-
ve of if all the individual valucs of the dosage group fall
withinmean £ 2 S.E. for the historical control values.

2. There is no significant difference if all the individu-
al values of the dosage group fall withinmean £ 2 SD. of
the historical control values.

3. The siatistical significant difference of the mean
values between the dosage and historical control valuss
group may be analyzed using the lest.

4, The dose-response pattern/dose dependency may be
analyzed using statistical techniques, for instance, Jonck-
heere trend test can be applied.

We recommend onc in the above-mentioned four {ech-
niques to be used. However we suggest that the decision
may nol be made entirely on the basis of statistical ahaly-
sis, but biological relevance of the statistical analysis may
also be looked into.
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13 ABSTRACT Strategxc testmg as part’ of an mtegrated testing stra- e Levell Level
14 - tegy (ITS) to maximize information and avoid the use of animals o [ nvivolver | in vivo MN
1s -~ where possible is fast becornmg the: norm with the advent of new mutagenioly | L. genciosdly genotoxiclty
16 _"legislatlon such as REACH. Genotoxicity is an area where regulatory

17 ' testing is clearly defined as part of ITS schemes. Under REACH ‘the NoGUVR o, DO e |
18 - specific information requirements depend on the: tonnage manufac- ) —
19 tured or imported. Two types of test systems exist to meet these S posite T
20  information requirements, in vivo genotommty assays, which take into

21 account the whole animal, and in vitro. assays, which are conducted Positive Nogatbe |

2 outside the living mammalian organism using microbial or mamma-

23 - lian cells under appropnate culturing. conditions. Clearly, with these et

24 different broad experimental categories, results for a given chemical
25 can often differ, which present challenges in the interpretation as well : : ,
26 as in attempting to model the results in silico. This study attempted to compare the dlfferences between in vitro and in vivo
27 genotoxicity results, to rationalize these deferences with plausible hypothesis in concert with available data. Two proof of concept
28 (Q)SAR models were developed, one for in vivo genotoxicity effects i in liver: and a second for in vivo micronucleus formation in
29 bone marrow. These “mechanistic models” will be of practical value in testing strategies, and both have been implemented into
s0 the TIMES software platform (http://oasis-Imc.otg) to help predict the genotoxicity outcome of newly uritested chemicals.

a1 B INTRODUCTION encompasses other alterations of genetic material that are not 49
1 Terms of Reference: Genotoxicity versus Mutagenicity. fixed and are not inherited, such as DNA damage. Genotoxicity so
33 Carcinogenicity and mutagenicity are among the toxi- may or may not be transformed into mutations by the cell's 5
34 cological end points that pose the highest concern for human machinery during cell replication, and it may be an indication s
35 health and are subject to regulatory testing for hazard and risk of potential carcinogenesis associated with the exposure to a s3
36 assessment. Much of the data that are currently available in the chemical agent. Appropriate in vivo experimental test systems s4
37 public domain have thus been derived from tests conducted to used to evaluate genotoxicity include the bone marrow in vivo ss
38 }nvestlgate'p.otentlaﬂy ham}ﬁ.ﬂ effects on genetic material, that micronucleus test (MNT) assay, the unscheduled DNA syn- s¢
39 is, genotoxicity or mutagenicity. Since both terms, mutagenicity thesis (UDS) assay, and the alkaline single-cell gel electro- s

40 and genotoxicity, will be referenced in this paper, working
41 definitions are given. According to academic definitions, genetic
42 alterations that are fixed and can be inherited are termed
43 mutations. These include different types of events such as base
44 substitutions and deletions, structural chromosomal aberrations
45 (CAs) (break and rearrangements), and numerical CAs (loss or
46 gain of chromosomes, ie, aneuploidy). The assays established
47 to evaluate these events are described in brief. Genotoxicity Received: June 3, 2011
48 is considered as a broader term—aside from mutations, it also

phoresis assay (Comet assay). These tests are relevant to assess sg
DNA-damaging and DNA-repair processes in specific organs sg
of investigation in the whole animal such as liver. Therefore, 60
the term liver genotoxicity was regarded as appropriate for the 6
purposes of this study, although, overall, a wide array of other 62
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events asxde from mutations are encompassed in these test

systems.

Current Quantitative Structure—Activity Relationship
(QSAR) Approaches, The importance of assessing genotoxicity
coupled with the availability of experimental data has prompted
many in silico studies. James and’ Elisabeth Millers's “electro-
philic theory” introduced a chemical concept to help rationalize
the mode of action of genotoxic carcinogens." This prompted
many evaluations to derive so-called structural alerts (SA), simple
yet effective means of encoding qualitative mechanistic under-
standing for predicting potential mutagemclty/caranogemcxty
Seminal efforts include SA for carcinogenicity by John Ashby,
who subsequently extended his list with additional SA? Bailey
et al. compiled a set of 33 SAs for regulatory use within the
U.S. Food and Drug Administration (FDA), which was predo-
minantly based on the Ashby alerts.* Kazius et al. evaluated
a mutagenicity database comprising 4337 mutagens and non-
mutagens taken from the Toxnet database (http: /toxnet.nlm.
nih.gov/) and derived 29 SAs for mutagenicity with associated
detoxification fragments.® Some of these alerts exist in software
platforms to enable routine use; for example, 17 SAs for muta-
genicity are implemented 1nto the OASIS tissue metabolism
simulator (TIMES) software.® Benigni et al. combined the pub-
lished information from Ashby, Bailey et al., and Kazius et al.
with additional information from the OncoLogic (U.S. EPA)
software  (http://www.epa.gov/oppt/sf/pubs/oncologic. htm)7
to arrive at a list of 33 SA for carcinogens and mutagens.®

Current quantitative strategies include (Q)SARs and expert
systems. Two types of (Q)SAR models, local and global, exist to
estimate the mutagenic potential of chemicals. Local (Q)SARs
provide estimated results for closely related (congeneric) chem-

ical structures. Such models are most predictive, but only if the .

essential features of the model domains are clearly represented.
Models based on physicochemical descriptors with clear mecha-
nistic meaning are particularly helpful i B rationalizing genotoxic
outcome as exemplified by Chung et al.® Other local models are
based on mathematical representations of chemical structure,
for example, topological indices, and thus are more difficult to
in’cerpret.1

Global . (Q)SARs aim to provide mutagenicity estimations
for a diverse (noncongeneric) set of chemicals. Such (Q)SARs
may be additionally encoded into expert systems. For example,
TOPKAT empirically makes predictions for a range of different
end pomts including Ames mutagenicity and rodent carcino-
gemc1ty ! Other expert systems such as TIMES attempt to
provide clear mechanistic meaning through the use of SAs,
which address the reactivity toward DNA and/or proteins. 1213
TIMES also includes 3D QSARs to underpin some of the avail-
able SAs. All of the aforementioned (Q)SARs have typically
been derived on Ames (Salmonella mutagenicity data). TIMES
includes a platform for in vitro CA data in addition to that for
Ames."® There is a paucity of models for in vivo genotoxicity,
but as highlighted in the survey by Benigni et al,, there i is only
one publically available model for in vivo mlcronucleus The
scarcity of such models may be due in part to experimental data
being less readily available but also due to the complexicity of
how to rationalize and interpret the outputs from the different
test systems.

Our own investigation aims to fill in the above in vitro—in
vivo genotoxicity gap by considering both the available test
systems and how they are currently applied to formulate an
approach for modeling in vivo genotoxicity. For convenience,
we considered the REACH ITS'® for mutagenicity since this

described the typical assays used and how their. outcomes
should be interpreted for subsequent decision making. The
actual experimental test systems are assumed to be reasonably
familiar and are only briefly described iin-the next section.
Experimental Assays and Data for Rodent Mutage-

- nicity and Genotoxicity. Integrated testing strateg1es, notably

those described in' the REACH Technical guidance," outline

" - the in vitro and ini vivo systems that are most frequently used to

evaluate the mutagenic potential of chemical substances. The
in vitro systems include the bacterial reverse mutation test (Ames),
an in-vitro mammalian cell gene mutation. test [such as the
mouse lymphoma or hypoxanthine—guanine phosphorlbosyl-
transferase (hprt) assay], the in vitro mammalian chromosome
aberration (CA) test, and the in vitro MNT. !5 The Ames test
uses amino acid-requiring strains of bacteria to detect (reverse)
gene mutations (point and frameshift mutations). The in vitro
mouse lymphoma assay (MLA), when correctly performed,
detects structural chromosome aberrations, aneuploidy, and
recombination events (e.g., such as gene conversion) that result
in loss of heterozygosity. The hprt test identifies chemicals that
induce gene mutations in the hprt gene of established cell lines.
The in vitro mammalian CA test detects structural chromo-
some aberrations and increases in polyploidy. The in vitro MNT
has the potential to detect both clastogenic (chromosome aber-
rations) and aneugenic (chromosome lagging due to dysfunction
of mitotic apparatus) chemicals.

The scheme under REACH can be summarized as follows,
As a first tier, three in vitro tests are recommended, which

. includes an Ames test, a mouse micronucleus/CA, and a mouse

lymphoma/HRPT assay. If the results from all three tests are
negative, then no more testing is merited, and a conclusion of
nongenotoxicity can be made for the substance under study. If
one or more tests are positive, then in vivo testing may be insti-
gated. Obviously metabolism, pharmacokinetics, and toxicoki-
netics factors [absorption, distribution, metabolism, excretion
(ADME)] are all inherent features in the in vivo genotoxicity
tests, although the genetic end points for the tests address dif-
ferent genetic mechanisms. The UDS in vivo assay is used to
evaluate the role of DNA repair. The in vivo Comet assay is a
sensitive technique for the detection of DNA strand breaks;
thus, it can be used for measuring DNA strand breaks in any
tissue of an animal. Site-specific effects at contact tissues or the
target tissue where the test compound accumulates or induces
toxicity can be readily assessed. The specificity of the contact
tissue under investigation is also feasible for the transgenic
rodent gene mutation test (TGR), which measures gene muta-
tions in vivo. However, the in vivo MNT is probably the most
widely used test.'® When performed appropriately, it detects
both clastogenicity and aneugenicity.'” The frequency of micro-
nucleated polychromatic erythrocytes is traditionally determined
from bone marrow samples, but with the emerging automated
scoring methods, the emphasis is moving to assessing the induc-
tion of micronuclei in immature erythrocytes in peripheral blood
samples.'®

Most of the established in vitro mutagenicity tests, which are
used for regulatory purposes, exhibit relatively high sensitivity
for detection of genotoxic carcinogens.'® However, particularly
those based on cultured mammalian cells are thought to pro-
duce a remarkably high occurrence of irrelevant positive results
(ie., exhibit low specificity), when compared with rodent carci-
nogenicity.'>*° To increase the specificity of predictions, regu-
lators tend to interpret in vitro positive results in an in vivo
perspective, that is, in vivo confirmation of in vitro mutagens.

dx.doi.org/10.1021/tx200547s | Chem. Res. Toxicol. XXXX, XXX, XXX—XXX
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189 In addition, in vivo tests can also be utilized to identify chem-
1% icals producing in vivo only positive results (ie, chemicals
191 for which mutagenicity is not or poorly detected in vitro). Only
192 a very limited number of chemicals have been found to be
193 genotoxic in vivo and not in the standard in vitro tests. Most of
194 these are pharmaceuticals such as atovaquone (95233-18-4),
195 which is designed to affect pathways of cellular regulation,
196 including cell cycle regulation. One of the most preferred in
197 vivo assays, complementing genotoxicity test batteries, is the in
198 vivo bone marrow MNT. The preference of this assay is attri-
199 buted to both its wide mutagenicity range assessment (clasto-
200 genicity and aneugenicity) and its remarkably high specificity in
201 concordance with the genotoxic carcinogenicity model, although
202 it shows low sensitivity,'**! Therefore, it may be appropriate to
203 include a second in vivo test if a positive in vitro result has not
204 been adequately confirmed by the in vivo bone marrow MNT
205 test. The UDS test is one complement to the bone marrow
206 MNT since it is a surrogate in vivo gene mutation assay”' mea-
207 suring DNA excision repair of induced DNA damage. The
208 utility of the Comet and the TGR assays to detect genotoxic
209 damage in specific tissues, specifically DNA strand breaks and
210 gene mutations has also been recognized.'* Thus, an evaluation
211 of in vivo genotoxicity potential could involve integrating out-
212 comes from MNT and either UDS, Comet, and TGR tests
213 depending on the outcomes that have been observed in vitro.
214 UDS, Comet, and TGR can also be undertaken to address in
215 vivo liver genotoxicity. Such tissue-specific assays are useful in
216 in vivo follow-up tests especially since the liver is an organ of
217 high metabolic capacity and therefore is frequently subjected to
218 significant toxic overload.

219 Aims of the Study. Bearing in mind the way in which these
220 different assays are integrated together, our goal was to inves-
221 tigate the in vitro and in vivo relationship, the so-termed in
222 vitro—in vivo “gap” to inform the development of mechanistic
223 (Q)SAR model(s). A large body of data covering in vitro muta-
24 genicity, in vivo (liver) genotoxicity, and in vivo bone marrow
225 MNT test results was collected for the same set of substances.
226 The scope of the investigation can be summarized in the fol-
227 lowing three questions: (a) To what extent are in vitro muta-
228 genic chemicals in vivo (liver) genotoxic, that is, what in vivo
229 detoxification pathways exist? (b) To what extent are in vivo
230 (liver) genotoxic chemicals in vivo bone marrow MNT positive?
231 (c) Are there in vitro nonmutagenic chemicals that are in vivo
232 liver or bone marrow genotoxic; that is, what in vivo bioactiva-
233 tion pathways exist? These questions were structured into a
234 workflow (Figure 1) and enabled a stepwise evaluation of the in
235 vitro—in vivo gap.
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236 B MATERIALS AND METHODS

237 Compilation of Data Set. Our training set comprised 557
238 chemicals (“557 list”) with in vivo MNT data (Appendix I of the
239 Supporting Information lists the substances and their overall calls). In
240 vitro mutagenicity and in vivo (liver) data were collected for the same
241 set of substances to the extent possible. This helped maximize the
242 overlap between chemicals with various genotoxicity effects and the
243 in vivo MNT data set. Documented in vitro mutagenicity data from
244 multiple literature sources were identified for 397 noncongeneric
245 chemicals within the training set (Appendix II of the Supporting
246 Information). Positive calls were categorized by the digit 1, negative
247 calls by 0, and N/A signified “no data available”, based on the literature
248 searches that were performed. Our in vitro data comprised that from
249 the Ames assay, the CA assay, and the MLA, since these are the typical
250 assays considered under REACH. Out of necessity and as typically
251 the case for modeling efforts, reported study results were accepted as
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Figure 1. Workflow outlining the in vivo—in vitro gap.

reported, although an extensive effort was made in expert judgment
and evaluation of the data quality and correctness of the calls.

Ames results with the rat liver S9 metabolic activation system were
available for 283 noncongeneric chemicals. Of these chemicals, 109
(38%) were associated with positive calls and 174 (62%) with negative
calls. Documented in vitro CA test data were identified for 296 chem-
icals, of which 186 (63%) were positive and 110 (37%) were consi-
dered negative. Data from 194 chemicals had been assessed in the
in vitto MLA. The majority of the chemicals tested positive (148
chemicals, i.e., 76%) and 46 chemicals (24%) tested negative. For the
397 in vitro mutagenicity data, these comprised 267 positive calls
(68%) and 124 negative calls (32%), and six calls were inconclusive.
These substances were ethylene dichloride (107-06-2), sulfan blue (129-
17-9), thiabendazole (148-79-8), methyl parathion (298-00-0),
dibutylnitrosamine (924-16-3), C.I. direct black 38 (1937-37-7). In
these six cases, only Ames and in vitro CA test outcomes were available
with positive calls in Ames and negative calls in in vitro CA tests.

Results from in vivo Comet, UDS, and TGR assays were also
collected to help evaluate in vivo liver genotoxic potential. Data were
available for 185 diverse chemicals, which are listed in Appendix IIT
of the Supporting Information. The Comet assay provided liver geno-
toxicity assignments for 127 (69%) of the 185 chemicals. Of the 127
chemicals, 78 (61%) were positive, and 49 (39%) were negative. The
TGR comprised rodent liver genotoxicity data for 34 (18%) of the 185
chemicals; 27 (80%) of these were reported as positive, and 7 (20%)
were negative. The in vivo UDS assay was associated with the least
amount of liver genotoxicity data, only 24 (13%) of the 185 chemicals
had overall calls, and five of them were observed to be positive in this
assay (21%), and 19 were (79%) negative in this assay. Overall, of the
185 substances with liver assignments, 109 were associated with
positive calls (59%) and 76 with negative calls (41%). The “557 list”
included almost equal numbers of positive (267 chemicals, i.e.,, 48%)
and negative (290 chemicals, i.e, 52%) MNT assignations performed
in either bone marrow or peripheral blood. Figure 2 summarizes the
distribution of assignments in each of the test systems.

The evaluation of this investigation was often hampered by con-
flicting in vivo MNT data available in the public domain. The compro-
mised quality of these MNT data was attributed to the fact that many
chemicals had been evaluated in the early 1980s; when species (rat vs
mouse) and gender (male vs female) differences may not always have
been considered, etc. To date, the validity of the in vivo MNT data has
only been verified for chemicals where the in vitro mutagenicity out-
come appeared to be negative, relative to the in vivo case (in either liver
or bone marrow), where the genotoxicity result was positive. Expert
judgment was relied upon to consider whether there were factors result-
ing in inconsistent in vitro results as compared with the in vivo situation,
for example, rodent species differences, nonphysiological culture condi-
tions, etc.

To illustrate the structural diversity of the training set, the 557 list
was profiled against the set of DNA and protein binding alerts
available within the OECD Toolbox v2.1. The distribution chart is

dx.doi.org/10.1021/tx200547s | Chem. Res. Toxicol. XXXX, XXX, XXX~-XXX
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Figure 3. Distribution of training set chemicals across DNA and protein binding alerts.

shown in Figure 3. The results reveal that 251 (45%) of the 557 chem-
icals possess no DNA and/or protein binding alerts. One hundred
twenty-nine of the remaining 306 (55%) chemicals have one or more
DNA binding alerts, 57 chemicals have a protein binding alert, and 120
chemicals have both DNA and protein binding alerts. This distribution
shows a broad spread of chemical mechanisms as depicted by the SAs
triggered.

Our modeling approach sought to use the existing TIMES for-
malism and refine the components that had been originally developed
to estimate Ames and in vitro CA. Here, we provide a brief overview of
these components.

Modeling Reactivity to DNA and Proteins. According to the
working hypothesis, interaction of chemicals with DNA and/or with
specific proteins (such as histone, topoisomerase, spindle -protein
tubulus, and DNA repair enzymes) encompasses a diversity of genotoxic

events, which can damage mammalian cells. For example, the forma-
tion of micronuclei arises as a result of the covalent interaction be-
tween chemicals with DNA and/or specific proteins. Accordingly, a
reactivity component for an in vivo model, which predicts genotoxic
effects such as formation of micronuclei or liver damages, should be
based on the assessment of the potential of that chemical to interact
with DNA and/or proteins.

TIMES models predicting the outcomes in Ames and the CA test
have previously been published.'®'® It has been established that the
Ames test primarily accounts for the direct interaction of chemicals
with DNA, whereas the in vitro CA test assesses both DNA and pro-
tein (e.g., histone, topoisomerase, spindle protein tubulus, and DNA
repair enzymes) binding, This implies that Ames mutagenic chemicals
should be CA positive, but the converse is not necessarily true.
A recent comparative analysis of in vitro mutagenic data for a large

dx.doi.org/10.1021/tx200547s | Chem. Res. Toxicol. XXXX, XXX, XXX—XXX
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Table 1. Alerting Groups and Descriptors Used in COREPA Models for Estimating Their Reactivity Associated with Supporting

Mechanistic Information®

# | Alerting Chemical Descriptors in Interaction mechanism Reference
group class the COREPA ’
model*
1 an
—1 [
_ H OH C——C—C—-OH on g—c—
. N NS ) =
Lactones - HIN)\\N ! 1;; >
dR - deoxyribose phosphate Fragmcnl
Ring opening Sn2 reaction
2 8
HC—C 8
/ AWARN
YW;? M = \rﬁ;[ = iji .
N/ / HN N
Epoxides EMWO &f{oH "f oH
HOM dR - deoxyribose phosphate fragment
Ring opening Sn2 reaction
3 —N=N-— At——N==N—Ar —  Ar} +Ar; + N, (78)
loz K. (superoxide radical anions) ‘OH
08 Kow
Azo Van der Waals l
compounds surface
DNA adducts
Radical mechanism by reactive oxygen species (ROS)
formation

EHOMO} the energy of the highest occupied molecular orbital (eV); MW, molecular weight (Da); log Koy, octanol—water partitioning coefficient

(mol Lg™! mol™'L,,); and van der Waals surface area (A%).

number of chemicals confirmed this assumption. Eighty percent of
chemicals that elicited bacterial mutagenicity (based on Ames test
results) also induced CA, whereas only 60% of chemicals that induced
CA were found to be active in the Ames test.”* To distinguish
these two mechanisms, the reactivity component of the newly derived
models for MNT and liver genotoxicity was structured into two parts.
The first part accounted for the interaction of chemicals with DNA.
More than 60 alerting groups (being considered as a part of a future
publication) were used to simulate covalent interaction with DNA.
The use of each alert had been justified by the mechanistic interpre-
tation of that interaction. Some alerts were additionally underpinned
by mechanistically based COmmon REactivity PAttern (COREPA)
3D QSAR models.***> Examples of these DNA binding alerts are pre-
sented in Table 1. The SAs are described together with physico-
chemical property/molecular parameter exclusion/inclusion rules.
Supporting reaction mechanism information is also provided.

As seen from Table 1, the SAs can be categorized into two types:
(1) those eliciting mutagenicity without the need for modulating
factors (#1 in Table 1) and (2) those for which specific molecular
parameter(s) define the degree of activation (#2 and #3 in Table 1).

The second part of the reactivity component accounts for the inter-
action of chemicals with specific proteins. More than 50 SAs were
proposed that were associated with protein interaction (http://www.
oasis-lmc.org/). Examples of protein binding alerts associated with
parameters for reactivity and their supporting reaction mechanism
information are presented in Table 2. These are characterized
similarly—either requiring modulating factors (#1, #2, and #3 in
Table 2) or not (#4 in Table 2).

Most of the DNA binding alerts are also able to bind proteins. An
example to demonstrate the mechanism by which a DNA binding alert
interacts with proteins is presented for quinones in Figure 4.

Quinones are well-known mutagens, and they are included in
the list of DNA-causing alerts. Topoisomerases are enzymes that
participate in all stages of replication, functional activity, and structural
maintenance of DNA. The inhibition of these enzymes by quinones is

considered to elicit CA26. This is an example of how the same alert
can elicit different outcomes depending on the interaction target. The
structure of the reactivity component used in the in vivo genotoxicity
models is provided in Figure S.

A new chemical is first submitted to the reactivity component that
encompasses the alerts associated with DNA interactions. A positive
prediction for mutagenicity is assigned if the requirements for inter-
action with DNA are met, indicating that the ultimate mutagenic effect
is due to this interaction mechanism. Regardless of whether the chem-
ical meets the requirements for direct interaction with DNA, it is then
forwarded to the second part of the reactivity component, which inves-
tigates the ability of the chemical to interact with proteins. This is to
flag those cases where mutagenicity may arise by both mechanisms
(direct interaction with DNA and interaction with protein) simulta-
neously. If the chemical passes through both parts of the reactivity
component without being flagged for activity, a prediction of “unable
to produce mutagenicity” is noted.

Conformational Analysis by Genetic Algorithm. To derive 3D
QSARs, the flexibility of chemicals needs to be taken into account
since this will give rise to the formation of many different conformers,
and their reactivity profiles would accordingly differ. Common practice
is to calculate molecular parameters for the lowest energy conforma-
tion, even though this necessarily may not be the form that dnves the
response and therefore not the most relevant one to study.”’” Given a
systematic conformational analysis search would be computationally
intensive (since the number of conformers would increase exponen-
tially with the number of degrees of freedom), LMC derived a proce-
dure to address the issue of conformation space using a genetic algon—
thm, which minimizes 3D similarity among generated conformers.2®
This made addressing the conformation space practical, even for large
and very flexible chemicals. A procedure was also developed to saturate
the conformation space, that is, to ensure consistency in the reproduc-
1b1hty of generated conformers and their distribution in the structural
space.”® This allowed the conformational space of chemicals to be
populated with an optimal number of conformers.
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Table 2. Alerting Groups for Protein Binding, Parameters for Reactivity, and Supporting Interaction Mechanisms® -

# | Alerting group | Chemical | Descriptors* Interaction mechanism Reference
: class in the model. . L
1 0. e ou ) o (79)
(D Pl'-m SPr —
Quinones MW H &-Pr
(80)
Q (‘0 PrSH | £
Hzc-CH—c ————— > Pr=§—CH,~CH,~C
3 \ Acrylates log Kow OC;Hs OC,Hs
===CH X ’ ) . * Pr- Protein
/ Michael addition
RH Protein =X OH 81
4 , . N N/ @n
B Protein- XH + R0 —— /c\
=0 Aldehydes - N H ' RH
H (X=)}H,§)
R=alkyl . (R=alkyl)
Schiff base formation

“MW, molecular weight (Da); logKoy, octanol—water partitioning coefficient (mol Lg™! mol™'L,,).

Co" oH ) oH
> PrdE .
; — SPr —»
B H sPr

Figure 4. Interaction mechanism of quinones with proteins (Pr).

Figure S. Structure of the' reactivity component of the in vivo
genotoxicity models.

403 - TIMES. The TIMES platform comprises SA, 3D QSARs, .and a
404 metabolism simulator. This simulator comprises a list of hierarchically
405 ordered transformations and a substructure matching engine for then'
406 implementation. The modeling is based on a probabilistic approach®

407 whereby a hierarchy of transformations is defined by the probabilities
408 of transformations determined in such a way as to reproduce a data-
409 base of documented metabolic transformations or data for their rate
410 of disappearance. The transformation probabilities are related to the
411 feasibility of occurrence of various metabolic reactions. It is assumed
412 that the transformations are independent and performed sequentially.
413 Bach molecular transformation consists of parent:submolecular frag-
414 ments, transformation products, and inhibiting masks. The latter play
415 the role of reaction inhibitors. If a functional group assigned as a mask
416 is attached to the target fragment, the execution of the transformation
417 on the parent chemical is prevented. The presence of groups that

can promote or inhibit metabolic reactions significantly increases the 418
number of principal transformations. Currently, 343 principal transfor- 419
mations are used to model rat liver metabolism in vitro. The simulator 420
starts by matching the parent molecule with the reaction fragment 421
associated with the transformation having highest probability of occur- 422
rence. When a match is identified, the molecule is metabolized, and 423
transformation products are treated as parent molecules for the 424
next degradation step. The procedure is repeated for the newly formed 425
chemicals until the product of probabilities of consecutively performed 426
transformations reaches a user-defined threshold. The ‘mathematical 427
formalism defining the amount of metabolite, formation, and meta- 428
bolism probabilities’ is described  elsewhere.***>' The intent with 429
this study was to refine the existing structure—activity and structure— 430
metabolism rules within TIMES to account for the differences 431
observed between the in vitro and the in vivo results. Where a realistic 432
and feasible hypothesis could be generated and substantiated with 433
data, these would inform the refinement of existing rules or intro- 434
duction of new transformation rules. 435

E RESULTS AND DISCUSSION‘ ’ 436

Workflow for Genotoxicity at Different Levels of 437
Biological Organization. While the full set of data comprised 438
557 chemicals, a set of data where results from all assays were 439
available were required to develop: the mechanistic (Q)SAR 40
models. Overall, calls for in vitro, liver genotoxicity, and in vivo 441
MNT were available for 162 chemicals. Table 3 shows the list 442
of 162 chemicals. A hierarchical workflow (Figure 6) outlines 443
the results. ) 444

The first tier of in vitro tests comprises 162 chemicals that 44s
were either positive or negative in Ames, CA, and MLA. Four 446
chemicals were assigned as inconclusive since Ames and CA 447
data were found to be conflicting. All four were Ames positive 448
but CA negative. The four chemicals were ethylene dichloride 449
(107-06-2), thiabendazole (148-79-8), dibutylnitrosamine (924- 4s0
16-3), and C.IL direct black 38 (1937-37-7). These were excluded 451
from further study. Thirty-two (20%) of the 158 chemicals re- 452
maining were found to be in vitro negative, and 126 (80%) were 453
found to elicit in vitro positive responses. Substances were cate- 454
gorized as negative if two or more results were negative and posi- 4ss
tive if they were positive in at least one of the three tests. 456

The 32 (20%) nonmutagenic chemicals in vitro were inves- 457
tigated in both liver and MNT in vivo tests. Thirty of the 32 in 458
vitro nonmutagenic chemicals were confirmed negative in vivo 4s9
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Table 3. List of the 162 Chemicals and Their Summary Calls Both in Vitro

50-06-6
50-32-8
50-55-5
51-03-6
51-79-6
52-24-4
56-04-2
56-23-5
56-57-5
56-75-7
57-14-7
§7-22-7
57-30-7
§7-50-1
57-57-8
57-97-6
58-08-2
58-89-9
59-05-2
59-89
60-09-2-3
60-11-7
60-35-5
60-57-1
62-44-2
62-53-3
62-55-5
64-86-8
66-27-3
67-20-9
67-66-3
67-68-5
68-12-2
70-25-7

71-43-2
75-07-0
75-09-2
75-25-2
75-56-9
79-06-1
79-34-5
81-07-2
84-16-2
89-65-6
90-43-7
91-20-3
91-59-8
91-64-5
91-94-1
92-52-4
92-67-1
92-87-5
95-50-1
95-53-4
95-80-7
95-83-0
96-09-3
96-12-8
96-45-7
97-53-0

phenobarbital

benzo(a)pyrene

reserpine

piperonyl butoxide

urethane

thio-TEPA

methylthiouracil

carbon tetrachloride

4-nitroquinoline 1-oxide

chloramphenicol

dimazine

vincristine

phenobarbital, sodium

sucrose

propiolactone

7,12-dimethylbenz(A)anthracene

caffeine

lindane

methotrexate

N-nitrosomorpholine

p-aminoazobenzene

4-dimethylaminoazobenzene

acetamide

dieldrin

acetophenetidin

aniline

thioacetamide

colchicine

methyl methanesulfonate

nitrofurantion

chloroform

dimethy! sulfoxide

dimethylformamide

N-methyl-N"-nitro-N-
nitrosoguanidine

benzene

acetaldehyde

methylene chloride

bromoform

propylene oxide

acrylamide

1,1,2,2-tetrachloroethane

saccharin

hexestrol

erythorbic acid

2-phenylphenol

naphthalene

2-naphthalenamine

coumarin

3,3"-dichlorobenzidine

biphenyl

4-biphenylamine

benzidine

1,2-dichlorobenzene

o-toluidine

2,4-diaminotoluene

4-chloro-1,2-diaminobenzene

styrene oxide

1,2-dibromo-3-chloropropane

ethylenethiourea

eugenol

1
1
0
1
1
1
0
0
1
0
1
1
0
0
1
1
1
0
1
1
1
1
0
1
1
1
1
1
1
1
1
0
0
1
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HOOO»*—‘OOHOHOHHH'—CO~»,OOO»—-OH‘OO"H»—‘-OO’—D-“'
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L
97-56-3
99-56-9
100-41-4
100-42-5
100-51-6
100-75-4
101-14-4

101-77-9
103-33-3
103-90-2
104-55-2
105-11-3
105-60-2
106-46-7
106-93-4
106-99-0
107-06-2
107-13-1
108-88-3
108-95-2
110-00-9
110-44-1
110-86-1
117-39-5
117-81-7
118-96-7
119-53-9
119-93-7
120-47-8
120-71-8
121-79-9
123-91-1
124-48-1
126-72-7

128-37-0
128-44-9
134-32-7
136-40-3

139-13-9
140-11-4
140-88-5
142-04-1
147-94-4
148-79-8
148-82-3
301-04-2
305-03-3
309-00-2
366-70-1
427-51-0
446-86-6
492-80-8
501-30-4
532-32-1
542-75-6
602-87-9
604-75-1
609-20-1
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and in Vivo Test Systems

o-aminoazotoluene

1,2-diamino-4-nitrobenzene

ethylbenzene

styrene

benzyl alcohol

1-nitrosopiperidine

4,4"methylenebis(2-
chlorobenzenamine)

4,4"-methylenebis(aniline)
aminoazobenzene
acetaminophen
cinnamaldehyde
p-quinone dioxime
hexahydro-2 h-azepin-2-one
1,4-dichlorobenzene
ethylene dibromide
butadiene

ethylene dichloride
acrylonitrile

toluene

phenol

furan

sorbic acid

pyridine

quercetin
bis(2-ethylhexyl)phthalate
2,4,6-trinitrotoluene
benzoin

tolidine

ethylparaben

p-cresidine

propyl gallate
1,4-dioxane
chlorodibromomethane

tris(2,3-dibromopropyl)
Phosphate

butylated hydroxytoluene
saccharin, sodium
1-naphthylamine

phenazopyridine hydrochloride
[USANY

triglycollamic acid

benzyl acetate

ethyl acrylate

aniline HCI

cytosine arabinoside
thiabendazole

melphalan

lead acetate

chlorambucil

aldrin

procarbazine hydrochloride
cyproterone acetate
azathioprine

auramine

kojic acid

sodium benzoate
1,3-dichloropropene [BSL:ISO]
S-nitroacenaphthene
oxazepam

2,6-dichloro-para-
phenylenediamine
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