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Fig. 3. PCP4 advances neurite outgrowth and increases size of cell
body. A,B: Neurite outgrowth and size of cell body detected by fluo-
rescent micrographs after treatment with 50 ng/ml NGF * 50 uM
W-7 for 48 hr in EGFP-induced (A, upper panel; B, left panel) or
PCP4-EGFP-induced PC12/TetOn cells (A, lower panel; B, right
panel). C,D: Neurite outgrowth and size of cell body detected by flu-
orescent micrographs after treatment with 0.5 mM dcAMP * 50 uM
W-7 for 12 hr in EGFP-induced (C, upper panel; D, left panel) or in
PCP4-EGFP-induced PC12/TetOn cells (C, lower panel; D, right
panel). E-J: Quantification of neurite outgrowth and size of cell body
treated with 50 ng/ml NGF or 0.5 mM dcAMP in EGFP- or PCP4-
EGFP-induced PC12/TetOn cells. Time course of average length of
neurite outgrowth treated with 50 ng/ml NGF for 4 days (E) or with
0.5 mM dcAMP for 24 hr (F) quantified by neurite outgrowth quan-
tification assay. Average neurite outgrowth treated with 50 ng/ml
NGEF for 4 days (G) or with 0.5 mM dcAMP for 24 hr (H) measured

by confocal microscopy using NIH Image (n = 50). Average area of

that in EGFP-induced PC12/TetOn cells, which was
partially inhibited by 50 pM W-7 (Fig. 3A,B). In a simi-
lar fashion, with 0.5 mM dcAMP treatment for 12 hr,
neurite outgrowth was moderately increased in PCP4-
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the cells treated with 50 ng/ml NGF for 4 days (I) or with 0.5 mM
dcAMP for 24 hr (J) analyzed by confocal microscopy using NIH
Image (n = 50). K,L: Effect of PD98059, an ERK inhibitor, on
ERK phosphorylation and neurite outgrowth in PCP4-EGFP-
induced PC12/TetOn cells. Western blot analysis shows that ERK
phosphorylation induced by 50 ng/ml NGF is completely blocked by
50 M PD98059 (K). Fluorescent micrographs (n = 50; upper panel)
and neurite quantification assay (lower panel) show inhibition of neu-
rite outgrowth in the presence of 50 pM PD98059 and 50 ng/ml
NGF for 48 hr (L). M: Effect of PMA on neurite outgrowth in
PCP4-EGFP-induced PC12/TetOn cells. Fluorescent micrographs (n
= 50) (upper panel) and neurite quantification assay (lower panel)
show neurite outgrowth in the presence of 50 ng/ml NGF and
100 nM PMA with or without PKC inhibitor for 48 hr. Images are
representative of three independent experiments. Data are means *
SE of three independent experiments. *P < 0.05, **P < 0.01. Dox,
doxycycline; NGF, nerve growth factor; PKCI, PKC inhibitor.

EGFP-induced PC12/TetOn cells compared with that
in EGFP-induced PC12/TetOn cells, and 50 pM W-7
partially inhibited neurite outgrowth (Fig. 3C,D). Neu-
rite outgrowth quantification assay and measurement of
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Fig. 3. (Continued)

neurite length by confocal microscopy also showed
much greater neurite extension in PCP4-EGFP-induced
PC12/TetOn cells than in EGFP-induced PC12/TetOn
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cells in the presence of 50 ng/ml NGF (Fig. 3E,F).
Neurite outgrowth quantification assay and confocal mi-
croscopic analysis also showed significantly more rapid
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neurite extension in PCP4-EGFP-induced PC12/TetOn
cells in the presence of dcAMP (Fig. 3G, H). Further-
more, fluorescent micrographs revealed that size of cell
body was increased about twofold in PCP4-EGFP-
induced PC12/TetOn cells by treatment with NGF
(Fig. 3A,B,I); size of cell body was not increased by the
treatment with dcAMP (Fig. 3C,D,]). We then wanted
to determine whether PD98059, an ERK inhibitor,
inhibits PCP4-enhanced neurite outgrowth. After induc-
tion of PCP4-EGFP with 1 pg/ml dox for 48 hr, the
culture media were changed, and PCP4-EGFP-induced
PC12/TetOn cells were incubated with 50 pM
PD98059 for 30 min in the presence of 1 pg/ml dox,
followed by 48 hr of additional culture with 50 ng/ml
NGF. PD98059 almost completely blocked ERK phos-
phorylation (Fig. 3K) and neurite outgrowth (Fig. 3L),
indicating that ERK is important for PCP4-mediated
cell signaling in PC12 cells. Because PCP4 is a substrate
for PKC phosphorylation (Dickerson et al., 2006), we
examined the effect of PMA on neurite outgrowth.
PCP4-EGFP-induced PC12/TetOn cells were incubated
with 10 nM to 1 pM PMA with or without 5 uM PKC
inhibitor for up to 72 hr. However, no apparent neurite
outgrowth was observed in PMA-treated-PCP4-EGFP-
induced PC12/TetOn cells compared with that in
NGF-treated cells (Fig. 3M).

PCP4 Enhances Acetylcholine and
Dopamine Release

As PC12 cells release several neurotransmitters dur-
ing differentiation (Shafer and Atchison, 1991), we
examined the effect of PCP4 on acetylcholine (ACh)
and dopamine (DA) release. When incubated with low
(4.7 mM)- or high (25 mM)-potassium buffer, both con-
stitutive and evoked ACh release were increased about
twotold in PCP4-EGFP-induced PC12/TetOn cells
compared with that in EGFP-induced PC12/TetOn
cells (Fig. 4A). Constitutive and potassium-evoked DA
release also were increased by about twofold (see
Fig. 5B), and DA uptake was slightly but significantly
increased in PCP4-EGFP-induced PC12/TetOn cells
(Fig. 4C). On the other hand, 50 uM W-7 inhibited
such PCP4-enhanced ACh and DA release and DA
uptake (Fig. 4A-C).

PCP4 Inhibits H,O,-Induced Apoptosis

We examined the inhibitory effect of PCP4 on
H,Op-induced apoptosis in PC12/TetOn cells. After
treatment with dox for 48 hr, EGFP- or PCP4-EGFP-
induced PC12/TetOn cells were incubated with H,O»
for 24 hr. H,Os-induced apoptosis defined by DNA
fragmentation was observed at 0.2 and 1.0 mM H,0O, in
EGFP-induced PC12/TetOn cells (Fig. 4D). On the
other hand, H,Os-induced apoptosis was inhibited in
PCP4-EGFP-induced PC12/TetOn cells (Fig. 4D). Cas-
pase-3 activity also was increased in HpOj-treated
EGFP-induced PC12/TetOn cells, but it was decreased
by about 60% in H,Os-treated PCP4-EGFP-induced

PC12/TetOn cells (Fig. 4E). Furthermore, ananxin-V-
positive and BOBO-1-negative apoptotic cells detected
on fluorescent micrographs were increased in HOop-
treated control PC12 cells. However, such apoptotic
cells were decreased to about one-third in PCP4-EGFP-
induced PC12/TetOn cells compared with that in
control or PCP4-EGFP-uninduced PC12/TetOn cells
(Fig. 4F).

Knockdown of PCP4 Decreases Neurite
Outgrowth and Dopamine Release and
Increases Apoptosis

PCP4 expression in PC12 cells was then knocked
down. PCP4 endogenously expressed in PC12 cells and
two types of PCP4 siRINAs or scramble siRINAs were
transfected into PC12 cells. Number 2 PCP4 siRNAs
effectively knocked PCP4 expression down to about 7%
compared with number 2 scramble siRNA (Fig. 5A).
Therefore, we selected number 2 scramble siRNA and
number 2 PCP4 siRNA for the following experiments.
PC12 cells were transfected with scramble siRNA or
PCP4 siRNAs, cultured for 48 hr, and then incubated
with 50 ng/ml NGF for an additional 48 hr. Neurite
outgrowth was decreased to about 30% in PCP4
siRNA-transfected PC12 cells compared with that in
scramble siRINA-transfected PC12 cells (Fig. 5B). High
potassium (25 mM)-evoked dopamine release was
decreased by about 35% in PCP4 siRNA-transfected
PC12 cells compared with that in scramble siRNA-
transfected PC12 cells (upper panel), although the difter-
ence in dopamine uptake was not significantly altered
between the two cells (lower panel; Fig. 5C). HyO,-
induced caspase-3 activity (upper panel) and apoptotic
cells positive for annexin-V and negative for BOBO-1
(lower panel) were also increased at 24 hr in PCP4
siRNA-transfected PC12 cells compared with scramble
siRINA-transfected PC12 cells (Fig. 5D).

DISCUSSION

Our present study shows that PCP4 advances neu-
rite outgrowth in the presence of NGF, increases ACh
and DA release, and inhibits H>Os-induced apoptosis.
These phenomena all are produced through regulation
of calcium-binding calmodulin function.

Calmodulin is a key molecule for transmitting cal-
cium signaling in cells and has multiple functions (Bihler
and Rhoads, 2002; Xia and Storm, 2005). The molecule
is regulated by small calmodulin binding proteins that
have an IQ motf (Slemmon et al., 2000; Bihler and
Rhoads, 2002). Representative molecules are neuromo-
dulin, neurogranin, and PCP4. All of these bind cal-
clum-poor calmodulin and modify calmodulin functions.
Phosphorylation of neurogranin and neuromodulin by
PKC allows calmodulin to be released by an increase in
intracellular calcium, by which signaling is transmitted in
cells (Slemmon et al, 2000; Gaertner et al., 2004).
PCP4 also is phosphorylated by PKC (Dickerson, et al.,
2006). Phosphorylated PCP at serine resides might bind
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Fig. 4. PCP4 increases acetylcholine and dopamine release and inhib-
its apoptosis induced by H,O, in PCI12/TetOn cells. A: Measure-
ment of acetylcholine release after tweatment with low (4.7 mM)- or
high (25 mM)-potassium conditions £ 50 pM W-7 for 10 min in
EGFP- or PCP4-EGFP-induced PC12/TetOn cells. B: Measure-
ment of dopamine release after treatment with low (4.7 mM)- or
high (25 mM)-potassium conditions £ 50 pM W-7 for 6 min in
EGFP- or PCP4-EGFP-induced PC12/TetOn cells. C: Dopamine
uptake incubated with [*H]dopamine for 10 min in the presence or
absence of 50 uM W-7 in EGFP- or PCP4-EGFP-induced PC12/
TetOn cells. D: Detection of DNA fragmentation after incubation
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with 0.2 mM or 1.0 mM H,O, for 24 hr in EGFP- or PCP4-

EGFP-induced PC12/TetOn cells. E: Western blot analysis of cas-
pase-3 activity induced by 1.0 mM H,O, for 24 hr in EGFP- or
PCP4-EGFP-induced PC12/TetOn cells. F: Relative ratio of
annexin-V-postive and BOBO-1-negative apoptotic cells detected by
fluorescent micrographs in the absence or presence of 1.0 mM H,O;
for 24 hr in EGFP- or PCP4-EGFP-induced PC12/TetOn cells.
Images are representative of three independent experiments. Data are
means = SE of three independent experiments. *P < 0.05, **P <
0.01. Dox, doxycycline; Casp3, caspase-3; c-tub, a-tubulin; LK, low
potassium (4.7 mM); HK, high potassium (25 mM).
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3 activity was detected by Western blot analysis (24 hr; upper panel),
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or PCP4 siRNA-wansfected PCI2 cells. Images are representative of
three independent experiments. Data are means & SE of three
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potassium (25 mM).
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to both calcium-binding calmoduin and calcium-free
calmodulin  (Dickerson et al, 2006), and the rate
of PCP4 binding to calcium-free calmodulin is at least
50-fold less than that to calcium-binding calmodulin
(Kleerekoper and Putkey, 2009). PCP4 regulates cal-
modulin-mediated signaling pathways by accelerating the
rates of association and dissociation of calcium from the
C-domain of calmodulin as well as that of calmodulin
binding to other proteins (Putkey et al., 2003). Neuro-
granin and neuromodulin are thought to regulate nega-
tively calcium-binding calmodulin function by binding
calcium-free calmodulin; PCP4 may positively modulate
calcium-binding calmodulin activity. Indeed, CaMKII is
fully activated in PCP4-overexpressing PC12 cells when
calcium influx is achieved with ATP (Johanson et al,,
2000). Apoptosis induced by UV or staurosporine is
inhibited by overexpression of PCP4 in PCI12 cells
(Erhardt et al., 2000). On the other hand, neurogranin
amplifies susceptibility to NO-induced apoptosis (Gui
et al., 2007).

Our results also suggest that PCP4 activates cal-
modulin-mediated functions. Induction of PCP4 inhibits
H,Os-induced apoptosis in PC12/TetOn cells through
activation of calmodulin function. The calmodulin/
CaMKII/GSK-3 pathway has an important role in antia-
poptosis in PC12 cells (Takadera and Ohyashiki, 2007)
and neurons (Song et al.,, 2010). We therefore speculate
that the antiapoptotic effect of PCP4 also is mediated by
the calmodulinin/CaMKII pathway. In addition, ACh
and DA release are augmented and neurite outogrowth
is advanced in the presence of NGF and dcAMP in
PCP4-EGFP-induced PC12/TetOn cells. Importantly,
PCP4 enhanced the effect of NGF in PC12 cells. Neu-
rite outgrowth and size of cell body were much greater
by treatment with NGF than those by dcAMP. NGF
and calmodulin are key elements in the modulation of
Ras and MAP kinase signaling (Agell et al., 2002). In
fact, the process of neurite extension was accompanied
by changes in the morphology of the cells such as
increase in cell body size (Bar-Sagi and Feramisco,
1985). Increased size of cell body suggests active protein
synthesis, followed by initiation of neurite outgrowth
and increase in ACh and DA release. However, degen-
eration of neurites was found not to affect size of cell
body (Bar-Sagi and Feramisco, 1985). In the present
study, although W-7 inhibited neurite extension and
ACh and DA release, it did not completely decrease size
of cell body, indicating that calmodulin/Ras signaling is
important for neurite outgrowth and neurotransmitter
releases, whereas another signal such as PI3 kinase or
mTOR, which is not directly downstream of the PCP4/
calmodulin signal, also is involved in protein synthesis.
On the other hand, dcAMP was found to advance neu-
rite outgrowth independently of the Ras signal (Agnel
et al,, 2002), and the neurites of the dcAMP-treated
PCP4-induced PC12 cells were finer than those of the
NGF-treated PCP4-induced PC12 cells, as previously
observed (Bar-Sagi and Feramisco, 1985), suggesting that
the neurite outgrowth by dcAMP is independent of
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protein synthesis. Indeed, dcAMP did not affect size of
cell body in PCP4-induced PCI12 cells. Furthermore,
activation of PKC by PMA did not affect neurite out-
growth in PCP4-induced PC12 cells, even though PCP4
phosphorylated by PKC binds to both calcium-binding
and -free calmodulin. So far, it is unclear whether phos-
phorylation of PCP4 positively or negatively regulates
calmodulin function. However, it is possible that PCP4
positively regulates calmodulin function with other stim-
uli such as NGF, because the serine residue in PCP4 is
displaced by only one amino acid when compared with
neurogranin and neuromodulin, which are negative regu-~
lators of calmodulin (Dickerson et al., 2006).

It has been shown that PCP4 does not act globally
to suppress calmodulin activity but rather changes the
manner in which different stimuli elicit the activity
(Johanson et al., 2000). It also has been reported that
reduced levels of PCP4 indicate that neurons that are
less competent to regulate calmodulin-mediated intracel-
lular pathways and more prone to neural death, insofar
as expression of this molecule is about 34% decreased
in Alzheimer’s disease and is almost totally absent in
Huntington’s disease (Utal et al., 1998). Based on our
results and previous reports, PCP4 may affect calmodulin
function cooperatively with other stimuli in neuronal or
neuroendocrine cell differentiation in a manner different
that of from neuromodulin and neurogranin.
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lonic mechanisms and Ca?* dynamics underlying the glucose response
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To clarify the mechanisms underlying the pancreatic B-cell response to varying glucose concentrations ([G]), electro-
physiological findings were integrated into a mathematical cell model. The Ca** dynamics of the endoplasmic
reticulum (ER) were also improved. The model was validated by demonstrating quiescent potential, burst-interburst
electrical events accompanied by C 2% transients, and continuous firing of action potentials over [G] ranges of 06,
7-18, and >19 mM, 1e<pecm ely. These responses to glucose were completely reversible. The action potenual input
impedance, and Ca® transients were in good agreement with experimental measurements. The ionic mechanisms
underlying the burst—interburst rhythm were investigated by lead potential analysis, which quantified the contribu-
tions of individual current components. This analysis demonstrated that slow potential changes during the inter-
burst period were attributable to modifications of ion channels or transporters by intracellular ions and/or
metabolites to different degrees dependmo on [G]. The predominant role of adenosine triphosphate-sensitive
K* current in switching on and off the repetitive firing of action potentials at 8 mM [G] was taken over ata higher [G]
by G - or Na'-dependent currents, which were generated by the plasmd membrane Ca** pump, Na*/ IC pump,
Na*/Ca* exchanger, and TRPM channel. Accumulation and release of Ca** by the ER also had a strong influence
on the slow electrical rhythm. We conclude that the present mathematical model is useful for quantifying the role

of individual functional components in the whole cell responses based on experimental findings.

INTRODUCTION

The pancreatic B cell has a unique function of convert-
ing variations in the extracellular glucose concentration
([GD) to electrical activity, thereby controlling the level
of insulin secretion. This signal transduction is depen-
dent on the interaction between energy metabolism
and membrane excitation. Several mechanisms have
been suggested underlying this bilateral coupling in
pancreatic B cells. The gating of ATPsensitive K* chan-
nels is regulated by fluctuations in the intracellular con-
cenwation of ATP or MgADP ([ATP] or [MgADP]),
resulting in a prolongation of the duration of the burst
of action potentials with increasing [G]. The activation
of L-type Ca®* channels by an increase of [ATP] (Smith
et al., 1989), or the depression of Na*/K* pump (NaK)
activity up to 50% by increasing [G] (Owada et al.,
1999), may also favor burst prolongation. In addition,
variations in intracellular ion concentrations may have
varying influences on individual channels or transporters
depending on [G]. For example, it has been recently
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Abbreviations used in this paper: BK, large-conductance Ca*-activated K;
NaK., Na'/K* pump; NCX, Na'/Ca® exchange; PMCA, plasma membrane
Ca* pump; SERCA, ER Ca?" ATPase; SK, small-conductance Ke,; TCA, tri-
carboxylic acid.
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suggested that a K’ current activated by intracellular

a*" (Iggow) may affect bursting activity (Gopel et al,,
1999a; Goforth et al., 2002). Finally, the electrical activ-
ity induces a significant increase in ion fluxes across the
surface membrane, which alters energy consumption
via active ion transport or Ca*-mediated processes, in-
cluding insulin secretion. These pathways are all linked
in a complex system, and one approach to aid the quan-
tification of the contribution to bursting activity of indi-
vidual pathways is the development of a mathematical
B-cell model.

Such models have been used for nearly 30 years to
elucidate the principle mechanisms underlying the
bursting activity in B cells. Early stage models used a
formulation consisting of a minimum number of com-
ponents: two or three K currents, a Ca? current, and/or
a leak current (Chay and Keizer, 1983; Sherman et al,,
1988, 1990; Keizer and Magnus, 1989; Smolen and
Keizer, 1992; Bertram et al., 1995b). These model simu-
lations suggested consistently the critical role of a slowly
changing variable in generating the burst-interburst
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mercial-Share Alike~No Mirror Sites license for the first six months after the publication
date (see http://www.rupress.org/terms). After six months it is available under a Creative
Commons License (Attribution-Noncommercial-Share Alike 3.0 Unported license, as de-
scribed at http://creativecommons.org/licenses/by-nc-sa/3.07).
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rhythm. Subsequent models elaborated metabolic com-
ponents by including details of glycolysis, tricarboxylic
acid (TCA) cycle, and oxidative phosphorylation (Magnus
and Keizer, 1998; Bertram et al., 2004; Diederichs, 2006)
to examine the gating of Igrp by time-dependent changes
in [ADP] or glycolytic oscillation. Several models with
detailed descriptions of many more membrane currents
and associated changes in intracellular ion concentra-
tions have also been published (Miwa and Imai, 1999;
Fridlyand et al., 2003; Meyer-Hermann, 2007).

The object of this study is to clarify quantitatively the
detailed ionic mechanisms underlying glucose-induced
electrical bursting activity observed in isolated 3 cells. To
achieve this aim, we have developed a comprehensive
model based on recent extensive experimental findings
on ion channels, transporters, and intracellular Ca* dy-
namics in B cells. If adequate mathematical analyses are
successfully applied to this detailed model, the role of
individual ion channels will be clarified in quantitative
terms, in relation to the principle mechanisms deduced
from the theoretical studies using simplified models, and
also in relation to the detailed experimental studies on
the role of individual functional molecules in real cells.

MATERIALS AND METHODS

The present model of a single B cell was constructed on the frame-
work developed by Fridlyand, Philipson, and their colleagues, the
FP model (Fridlyand et al., 2003, 2005), which was designed to ex-
amine interactions among glucose metabolism, Ca® dynamics in-
cluding ER, and membrane excitation. The metabolic elements of
the model were adopted after minor modifications, whereas the for-
mulations of individual ion channels and transporters were largely
revised to reproduce the detailed characteristics of electrical activ-
ities reported in the literature, The structure of the model is illus-
trated in Fig. 1. Because electrical activities or glucose sensitivities
rary diversely among different studies or species, we have concen-
trated on data obtained from dissociated mouse $ cells at physio-
logical temperature (33-37°C). Experimental results from other
species, including rat and human, or obtained at room temperature
were also referred in the absence of relevant mouse data. All equa-
tions and parameters are presented in the supplemental material.

Cell dimensions and Ca?* buffer

Cytosolic (764 f1) and ER (280 1) volumes and membrane capaci-
tance (6.158 pF) were defined as in the FP model (Fridlyand et al.,
2003). This capacitance is within the experimental range measured
in isolated B cells in mouse (5.4 = 0.9 pF) (Rorsman and Trube,
1986) and similar to that found in humans (6.2 + 0.8 or 7.3 = 0.4 pF)
(Relly et al., 1991). The concentrations of free Ca™ in the cytosol
([Ca*1) and ER ([Ca*]g) were calculated using the buffering
power coefficients f; and fir, respectively (see Eqs. S5 and S6 in the
supplemental material). The value of f; was determined using the

decay time course of the Ca™ transient evoked by a 45-mM K" pulse

(Gilon et al,, 1999), assuming an ER Ca? -binding capacity of 98-
99% as found in gonadotropes (Tse etal,, 1994).

Modeling ion channels and transporters

Plasma membrane ion transport comprised eight ion channels and
three jon transporters as indicated in Fig. 1. Modeling parameters
were based on voltage-clamp data obtained mainly in dissociated
{3 cells, as indicated.

22 Jonic mechanisms in pancreatic § cells

Voltage-dependent Ca®* current (lc,y). Tt is well established that
the maximum rate of rise of action potential is determined by the
activation of voltage (V)-dependent Ca™ currents in pancreatic
{3 cells (Ribalet and Beigelman, 1980; Rorsman and Trube, 1986;
Ashcroft and Rorsman, 1989). Several types of voltage-gated Ca®*
channels (L, R, and possibly P/Q} type) have been reported in
mouse B cells (Schulla et al., 2003). Braun et al. (2008) also dem-
onstrated that human f cells express L, T, and P/Q types, but not
R-type Ca* channels. At present, it is not possible to describe
quantitatively each component because of the lack of detailed
voltage-clamp data from isolated cells. However, the whole cell
Ca® currents so far reported show common characteristics for
L-type Ca? current established in other cell types. These include
Ca’mediated inactivation (Plant, 1988; Satin and Cook, 1989;
Kelly et al., 1991), ultraslow V-dependent inactivation (Satin and
Cook, 1989; Kelly et al., 1991), and activation by intracellular ATP
(Smith et al., 1989) or “washout” with an ATP-free pipette solu-
tion (Hiriart and Matteson, 1988). All of these properties might
be heavily involved in modulation of membrane excitability. For
example, Henquin and Meissner (1984a) ascribed a gradual de-
crease in the amplitude and frequency of Ga¥ spikes to Ca™- and
ultraslow V-dependent inactivation of I,y during the burst. As an
initial approximation, we have used a lumped Ca®* current with
characteristics similar to those of L-type Ca® current described by
aformulation of I developed in cardiac myocytes (Takeuchi etal.,
2006). The parameters were adjusted according to voltage-clamp
experiments in an insulin-secreting cell line (Satin and Cook,
1989; see Fig. S1) and in isolated mouse B cells (Houamed et al.,

2010). Because the kinetics of Ca® current of human B cells are
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Figure 1. Schematic diagram of the new B-cell model. The model

includes ion fluxes through the plasma membrane, Ca® dynam-
ics including the ER, and [G]-dependent ATP synthesis in mito-
chondria. The ion fluxes include voltage-dependent Ca® current
(Icav), delayed rectifier K* current (Ixp.). Ca®-activated nonselec-
tive cation current (Irgpm). store-operated current (Isoc), V- and
[Ca®] rdependent transient outward K current (Ixcamry), ATP-
sensitive K* current (Ixarp), Ca®-activated K* current Tkcasr))»
background nonselective cation current (Iynsc), PMCA current
(Ipvca), NCX current (Inaca), and NaK current (Iyqg). ER Ca® dy-
namics consist of Ca®* uptake by SERCA (Jserca) and Ca® release
(Jwet). In the ATP synthesis pathway, Re represents the reduced
form of pyridine nucleotide (NADH), and Jg. and Jp s Tepresent
the glycolysis- and B oxidation—dependent Re production rates,
respectively. ATP is synthesized at the expense of Re through
oxidative phosphorylation (J,,) and is consumed via Ca™-
dependent/-independent pathways (Joarp). The direction of
arrows indicates the positive sign of the values calculated by the
corresponding equations in the supplemental material.
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similar to those in rodent (Kelly et al., 1991), human data were
also used for determining the voltage-dependent activation curve
and the time course of ultraslow inactivation. Ca*-dependent in-
activation was described as a function of the single-channel current
(Eqgs. S18 and S19). For ultraslow inactivation, a noninactivating
fraction of 0.4 (Eq. S$13) was assumed to reproduce the inactiva-
tion curve obtained with a 10-s conditioning pulse (Fig. S1 F).
Ideally, all of these properties might better be systematically ana-
lyzed in a single study at the physiological temperature. Such a
study is awaited.

Delayed rectifier K* current (lgp,). Pancreatic B cells show a
marked delayed outward K” current on depolarization (Cook and
Hales, 1984; Rorsman and Trube, 1986; Smith et al., 1990b). The
voltage-clamp record of Ixp, in dissociated B cells of mouse
(Houamed et al., 2010) was reproduced (Fig. 52, A and B). Fora
more precise description of the activation gate (Eqgs. S26 and
$27), the IV relationship and activation curve obtained from
human (Kelly et al,, 1991) and mouse p cells (Rorsman and Trube,
1986) were also considered (Fig. $2 C). In addition, a slow inacti-
vation of Igp, has been observed in various studies (Rorsman and
Trube, 1986; Kelly et al., 1991; Houamed et al., 2010). Because
the inactivation kinetics were highly dependent on temperature
(MacDonald et al., 2003), a time constant of ~0.3 s at +10 mV at
32-35°C (Houamed et al., 2010) was used for model adjustment
(Egs. $29 and §30).

Ca’*-activated nonselective cation current {l1gem). Sturgess et al.
(1987) recorded single-channel currents of a Ca*-activated non-
selective cation channel in the INS-1 cell line. Recently, an analo-
gous but more specific current has been described as a TRPM4
channel current, which might be involved in insulin secretion
(Cheng et al., 2007; Marigo et al., 2009). In spite of the recent
findings, this channel has not been implemented in previous
B-cell models. We described the activation by Ca* (Eq. $48) with
a halfssaturation concentration (0.76 pM) and a Hill coefficient
(1.7), consistent with experimental recordings (Marigo et al.,
2009). The relative permeabilities of Na® and K* (Egs. S50 and
$51) were adjusted to give a reversal potential of ~0 mV (Colsoul
etal,, 2010). The whole cell conductance of Iygpy was adjusted to
reconstruct the plateau potential of approximately —50 mV dur-
ing the burst.

Store-operated current (lsoc). Worley et al. (1994a,b) showed
that depletion of ER Ca® store by zero Ca® bath solution with
EGTA depolarized the membrane in freshly isolated mouse 5 cells.
They also demonstrated that a nonselective cation current was
activated by maitotoxin. Leech and Habener (1998) also recorded
a similar maitotoxin-sensitive current that showed a reversal po-
tential of —1.7 mV in insulinoma cell lines. The authors suggested
that this current might play a critical role in setting the mem-
brane potential (V,,) to be less negative than the K* equilibrium
potential. Unfortunately, it is still unknown if the store-operated
cation currents are attributable to a single class of ion channels at
the molecular level. Moreover, the critical level of ER Ca* deple-
tion for the half-activation of the store-operated currents (Kysxr)
remains unclear in B cells. Although a Ca® release-activated non-
selective cation (CRAN) current has been implemented in previ-
ous B-cell models (Bertram et al., 1995a; Chay, 1996, 1997; Mears
et al., 1997; Fridlyand et al,, 2003), different values of Ky pr
ranging from 3 to 200 pM were used. In our model, the mini-
mum level of 3 pM [Ca* ]y is tentatively assumed for the half-
activation (Eq. S44). With this assumption, the amplitude of Isoc is
minimum under the physiological conditions, but it is activated
when the ER is almost completely depleted, for example, by ap-
plying thapsigargin.

Miura et al. (1997) demonstrated that depletion of Ca* store by
thapsigargin triggered Ca® influx independent of Ig,y, which might
be attributed to a different type of current from Icran. Based on
their finding, Isoc in our model is partly carried by Ca¥, and the
size of the current was determined by the steady-state level of [Ca®;
under thapsigargin and Dgg, a blocker of I,y (Eq. $47). 1tis consis-
tent with the fact that ubiquitous Ca® release-activated Ca®
(CRAC) channels are selective to Ca® under physiological ionic
conditions (Hoth and Penner, 1993; Prakriya and Lewis, 2002).
This Ca® entry prevents ER from a serious depletion at 0 mM [G]
in our model, and the Na* and K' conductance of Igog sets the rest-
ing membrane potential at approximately —70 mV in competition
with the background of Iy (Eqs. $45 and S46).

V- and [Ca®*]-dependent transient outward K* current (Ixcasi)-
A large-conductance Ca**-activated K* (BK) current has been re-
corded in single-channel recordings in insulin-secreting cell lines
and mouse P cells (Velasco and Petersen, 1987; Satin et al., 1989;
Kukuljan et al., 1991; Houamed etal., 2010). Smith et al. (1990b)
found that the amplitude of the whole cell outward current was
not affected by chelation of intracellular Ca** by adding [EGTA]
to pipette solutions, but they observed that a transient compo-
nent was depressed by blocking I¢.. Furthermore, single-channel
recordings demonstrated that this current was activated immedi-
ately after the onset of a depolarizing pulse. These findings sug-
gested that the channel might be functionally coupled to Ca®
channels rather than to bulk cytosolic [Ca®]. Similar transient
outward currents coupled with Iey have also been reported in
human B cells (Herrington et al., 2005; Braun et al,, 2008). Because
itis difficult to estimate [Ca*] near the BK channel molecule, this
current was tentatively represented as a V-dependent transient K*
current based on the above properties (Eqs. 832-837). The rate
constants for activation and inactivation were determined based
on the measurement in dissociated mouse B cells at 33.5°C
(Houamed et al., 2010). It has been suggested that this current is
a major determinant of the action potential amplitude (Henquin,
1990; Braun et al., 2008; Houamed etal., 2010; Jacobson etal., 2010).
Thus, the conductance of Ixca@k) Was determined to set an action
potential peak from —10 to 0 mV (Eq. S51).

ATP-sensitive K current (lxare). It has been well established that
the open probability of ATP-sensitive K channel changes depend-
ing on the inwacellular energy status (Cook and Hales, 1984;
Rorsman and Trube, 1983), and thereby Ixarp modulates mem-
brane excitability and subsequent insulin secretion in B cells
(Larsson et al,, 1996). Hopkins et al. (1992) suggested that the
channel activity is dependent on ADP level over the concentra-
tion range of 10-100 pM, rather than on the ATP/ADP ratio
(Dunne and Petersen, 19806; Misler et al., 1986). Based on a reac-
tion scheme with two ADP-binding sites (Hopkins et al., 1992),
Magnus and Keizer (1998) proposed a detailed model of Iiyrp. We
adopted this model after a minor modification of dissociation
constants for ATP and MgADP according to experimental data
(Ashceroft and Kakei, 1989; Hopkins et al., 1992).

Rorsman and Trube (1985) found that the input conductance
was ~0.05 nS (20 GQ in the input resistance) at 10 mM [G], but
it increased to 1.9 = 0.1 nS/pF when ATP was omitted from the
intracellular solution. Subsequently, Smith et al. (1990a) observed a
similar increase of input conductance to 5.1 + 0.9 nS under 0 mM
[G], which was almost completely inhibited by tolbutamide, a se-
lective Kyrp channel blocker. Because these data could constrain
the maximum conductance of Iyyrp (Giare; Eq. S53) in our model,
we simulated a corresponding measurement with a voltage-clamp
step from —70 to —80 mV. The whole cell input conductance
ranged from 0.048 to 0.068 nS during bursting rhythm at 10 mM
[G], which was in good agreement with the experimental value
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(Rorsman and Trube, 1985). Under zero intracellular ATP, how-
ever, the input conductance only increased to 0.9 nS, >90% of
which was attributed to Kuypp conductance. This value was much
smaller than the experimental measurements. However, we failed
to improve Ggyrp of the original model of Ixyp (Magnus and
Keizer, 1998), and this problem was left for future work.

Ca**-activated K* current (lxcusi). In islet preparations. Gopel
et al. (1999a) recorded a novel K* current component (Iggow),
which was activated with a slow time constant of ~2.3 s during a
train of depolarizing pulses and deactivated with a time constant
of 6.5 s after the pulses. An analogous current was also recorded
in dispersed mouse B cells in several studies {Gopel et al., 1999a;
Goforth et al., 2002; Zhang et al., 2005; Difer et al., 2009). The
pharmacological and gene knockout studies have suggested that
small-conductance K, (SK) channels might contibute substan-
tially to Ixgow (Zhang et al., 2005; Difer et al., 2009). Supporting
this view, isoforms of SK —1 to —4 were found to be expressed at
the level of mRNA and protein in mouse B cells (Tamarina et al,,
2003; Dufer et al., 2009). Interestingly, Kanno et al. (2002) as-
cribed ~50% of the experimental Iggoy to Ixarp. Thus, we imple-
mented the SK channel current as Ixcasky in our new model
separately from Igyrp The Ca® dependency for activation of Ixcask
was adopted from Hirschberg et al. (1998) (Eq. $38). It seems
that the activation by Ca® of SK current is almost instantaneous,
but slow changes in [Ca*]; and/or the contaminated Iiyp com-
ponent might result in the slow time course of Iy, in experimen-
tal recordings.

Background nonselective cation current (lnsc). Henquin and
Meissner (1984a) showed that the resting membrane potential of
B cells is less negative than the K* equilibrium potential. They
attributed this depolarizing effect to a basal membrane Na* con-
ductance (see also Ashcroft and Rorsman, 1989). It is now well es-
tablished that this background Na* conductance includes several
types of currents. Nevertheless, a background cation current is
still required to establish the resting potential, especially when
Teran is Jargely inactivated. Thus, we added such a current, Insc,
of an unspecified nature. Note that many previous B-cell models
also included a background current component (Chay and Keizer,
1983; Chay, 1996; Magnus and Keizer, 1998; Meyer-Hermann,
2007; Fridlyand et al., 2009). Innsc in this model is permeable to
Na® and K* with a reversal potential at approximately —20 mV
(Egs. S40-S42). The conductance was adjusted to give both the
resting membrane potential and input impedance consistent with
experimental measurements at a low [G] (Rorsman et al., 1986;
Rorsman and Trube, 1986).

Plasma membrane Ca®* pump (PMCA) and Na*/Ca®* exchange
(NCX) currents (lpmca, Inacs)- Ca?* influx through Ic.y is balanced
with Ca?* efflux via Ipyca (PMCAL 2, and 8) and Iy, (NCX1)
(Viradi et al., 1995; Herchuelz et al., 2007). PMCA has one Ca®-
binding site and 1:1 Ca?/ATP stoichiometry (Brini and Carafoli,
2009). PMCAZ2 has an apparent Hill coefficient of ~2 (Caride
et al., 2001) and the halfmaximal concentration of ~0.1 M
[Ca*1,in the presence of calmodulin (Enyedi et al., 1991: Elwess
etal,, 1997). Based on these findings, Ipvca s expressed by a Hill
equation (Eq. S95). In addition, itis known that PMCA exchanges
one intracellular Ca* for one extracellular H* (Hao et al., 1994),
and we assumed that the excess H* was instantaneously removed
by Na*/H" exchange. Because Na'/H" exchange was not included
in the present model, the resultant Na* influx by the functional
coupling of PMCA and Na*/H' exchange was directly included in
calculating d[Na*];/dt (Eq. S3).

The description of Iy,c, was adopted from a cardiac myocyte
model (Takeuchi et al., 2006), which describes time-dependent
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transitions between different functional states of the NCX mole-
cule (Egs. $75-594). The slope conductance of In,c, near the
reversal potential was 25.5 pS pF~! at 14 pM [Ca®]; and 30 mM
[Na']; in the present model, which is about half of the experimen-
tal value (53 pS pF‘l) (Gall et al., 1999). This difference seems to
fall within the range of experimental variations because of the
limited intracellular perfusion with pipette solutions through the
ruptured patch.

NaK current (Ina). The Ing model was adopted from Oka et al.
(2010), in which the turnover rate was precisely described in terms
of V,,, intracellular, and extracellular compositions of Na™ and K,
and the free energy of ATP hydrolysis (AGrp) based on thermo-
dynamics (Eqgs. S54-874). Although this model was developed
with reference to experimental measurements in cardiac myo-
cytes, we assumed for convenience that the basic characteristics of
the pump activity would be common in B cells. In addition, the
inhibition of the pump activity by glucose via intracellular signal-
ing (Owada et al., 1999) was implemented (Fy; Eq. S55). The
amplitude factor of Lux (Pnag) was determined to satisfy Na™ ho-
meostasis in both quiescent and bursting activities. Finally, the K
balance between efflux through K channels and the active influx
via NaK was calculated, rather than fixing [K']; as in the original
FP model.

Modeling intracellular Ca?* dynamics

A precise description of ER Ca® dynamics is critical for modeling
B-cell function. Uptake of Ca** into the ER is mediated by ER Ca**
ATPase (SERCA), and approximately equal amounts of SERCA
2b and 3 are expressed in pancreatic islets (Varadi et al., 1996).
The apparent affinity for cytosolic Ca* was determined with a
half-activation concentration (K;,») 0£0.27 and 1.1 pM, and a Hill
coefficient (n") of 1.7 and 1.8 for SERCA 2b and 3, respectively
(Lytton et al., 1992). The SERCA activity in the present study was
represented with a Hill equation of Ko = 0.5 pM and n" = 2, com-
promised for the whole cell simulation (Eq. $96). Ca® release
from ER is a critical determinant for reconstructing the slow
decay phase of [Ca*], observed after action potential burst.
Although an application of IP; facilitates Ca™ release (Tengholm
et al,, 2001), the slow Ca® decay during the interburst did not
seem to be triggered by IPy, depolarization-, nor Ca*induced
Ca® release (Gilon et al,, 1999). Therefore, ER Ca®* release Urer)
was described as a passive flux down a concentration gradient in
this study (Eq. S97).

ER volume (volg), maximum velocity of SERCA (Pgsgreas
Eq. S96), nor the permeability of the Ca® release channel (P
Eq. $97) has been fully measured to provide definite values of
these parameters. Thus, they were adjusted based on the fol-
lowing experimental findings. (a) The physiological level of
[Ca®]; hardly exceeds 0.5 pM during glucose stimulation
(Rorsman et al., 1984). (b) The resting [Ca®]; is 60-100 nM
(Rorsman et al., 1992; Chow et al., 1995). (¢) Onset and offset
time courses of Ca®* transient were recorded, which were
evoked by the action potential burst, a voltage-clamp pulse, or
K'-induced depolarization (Gall etal., 1999; Gilon etal., 1999).
(d) Direct measurement of [Ca® ] using a low affinity Ca?
fluorescent dye revealed that [Ca®*] g is maximally increased
up to ~200 pM by Ca® uptake through SERCA in the absence
of IP; (Tengholm et al., 2001). It was consistent with [Ca* 1k
of 60-200 pM suggested previously (Tse etal., 1994). (e) At 12 mM
[G], Ca™-stimulated ATPase activity of SERCA was comparable
to that of PMCA in B cells (Roe et al,, 1994). In the present
B-cell model, the ratio of ATP consumption by SERCA and
PMCA was approximately 1:1 at 12 mM [G], ranging from 1:3
in a quiescent state at 6 mM [G] to 4:3 during continuous firing
at 20 mM [G].
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Modeling energy metabolism

Fridlyand et al. (2005) elaborated a set of equations for ATP pro-
duction through glycolysis and oxidative phosphorylation, and
for ATP consumption based on a wide range of biochemical stud-
ies. We used their model with a few modifications as follows. First,
we changed the glucose dependency of glycolysis (fg.) (Eq. S100)
to reproduce the experimental finding that the burst duration is
prolonged with increasing [G] in B cells. Our revision might be
appropriate because fy. reflects the [G] dependency of all the re-
action steps including glycolysis and TCA cycle in our model.
Note that the original values in the FP model were determined
under the assumption that glucose phosphorylation by gluco-
kinase was the only limiting step in glycolysis. Second, we calcu-
lated ATP production via B oxidation of fatty acid (Jgox; Eq. S99),
in addition to glycolysis (Jgc; Eq. S98). This modification pre-
vented the system from a metabolic collapse at alow [G] (<2 mM),
which actually occurred in the FP model. Third, in the produc-
tion of reduced metabolic compounds (Re), we took account of
the total amount of pyridine nucleotides ([Re,]) by adding a
term of ([Re,] — [Re]) in Jgc and Jpox (Egs. S98 and $99). This
term was crucial to avoid an unlimited increase of [Re] at a high
[G] (>15 mM), observed in the FP model. Under the assumption
that most Re consists of NADH in the mitochondria, [Re,,,] of 10 mM
was used (Cortassa et al., 2003). The consumption of [Re] by oxi-
dative phosphorylation was calculated using a stoichiometry of
2.5 between ATP and NADH, and with a volume ratio (2.5) be-
tween the cytosol and mitochondria (Eq. S102).

Lead potential (V) analysis

To clarify the ionic mechanisms underlying burst-interburst
rhythm in our new B-cell model, we applied the V analysis devel-
oped by Cha et al. (2009). The method quantifies the contri-
butions of individual membrane currents to changes in V,, by
calculating an equilibrium potential at each moment (V.) using
the time-varying conductance (Gx), reversal potential (Ex), and
V-independent transporter current (Iy),

ZGXEX _ZIY
=X Y

- (¢
A YN
X

Also refer to Eq. S108. Vi always moves in advance of Vi, and its
time derivative (dV,/dt) drives the automatic change of V.. The
relative contribution (7) of a current component of interest
(i) is defined by a relative change in dV./dt when the time-
dependent change of i is selectively fixed. The total sum of r, for
all components equals unity at each time point, and is used to vali-
date the calculations,

davy AV pix,i
_dt dt - 2
7= v, and zl:r“ =1. (2)
dt

This method has been verified in various cardiac cell models
(Cha et al., 2009; Himeno et al., 2011). In the present study, the
contribution ¢ (mV s™') was used, instead of 7. ¢ was newly de-
fined by the following equation:

avy o
(=T Tmsi gy, - 3)

T dt - dt

¢ with a positive sign indicates that the corresponding compo-

nent contributes to membrane depolarization, and vice versa.
Among the three electrogenic ion transporters, V-independent

Ipvca was treated as a current source (Eq. S108). Iy and Inaca

were expressed with Egs. 4 and.5, where Guak and Gy,c, are the
slopes of tangential lines fitted to the instantaneous I-V relation at
each moment, and E, .k and Ey naca, the intersections of the tan-
gential lines with the x axis:

Lk = Guax (Vm - Ex_NaK) 4)

INaCa = GNaCa (Vm - Ex ,NaCa)' (5)

The contribution of Ina Or Inac, in Fig. 5 was a summation of
¢ evaluated by fixing Guax and Ey g, 0F Graca and Ey_naca, respec-
tively. Because Gnax and Ey_nax are functions of [Na*];, [K'];, [ATP]
or [MgADP], and V,,, the contribution of each concentration
change was also evaluated in the bottom panels of Fig. 5.

Online supplemental material

Equations, parameters, and the definition of symbols of the B-cell
model are provided in the supplemental material. Table S1 lists
the initial values of the 18 variables in this model. Figs. S1 and $2
show reconstructions of I,y and Igp, in voltage-clamp experi-
ments, respectively. Fig. S3 shows the effect of thapsigargin on the
Ca* transients induced by applying high K* pulses to the model.
Fig. S4 is V. diagram of the FP model for comparison to our
model (Fig. 5). The supplemental material is available at http://
www.jgp.org/cgi/content/full/jgp.201110611/DC1.

RESULTS

Electrical activity and intracellular concentrations of ions
and metabolites in pancreatic B cells

Burst of action potentials evoked by various glucose concen-
trations. Fig. 2 shows the time-dependent changes in V,,,
[ATP], [MgADP], [Na']; and [Ca®]; evoked by different
[G] in the new B-cell model. At [G] < 6 mM, the mem-
brane was quiescent, and the concentrations of intracel-
lular ions and metabolites remained at various steady-state
levels depending on [G]. The resting potential decreased
from —70 mV at 0 mM [G] (not depicted) to —58 mV at
6 mM [G], accompanied by an increase in the input
impedance from 4 to 15 G{Q. This input impedance is
comparable to experimental measurements of 3-30 GQ
(Rorsman and Trube, 1986), 1-10 GQ (Rorsman et al.,
1986), or 3 GQ (Smith et al.,, 1990a). In the simulation,
the increase in input impedance largely resulted from
the progressive closure of Igarp channels. At 7 mM [G], a
typical burst of action potentials appeared. The burst du-
ration was elongated as [G] increased, and finally the
burst was transformed to a continuous firing at [G] >
19 mM (Ashcroft et al., 1984; Henquin and Meissner,
1984b). The interburst phase is also elongated at a higher
[G] in the present study because more time was required
to recover from ion accumulation during the preceding
burst period of longer duration. This simulation result is
in agreement with the experimental data from mouse
islets showing longer burst and interburst periods at a
higher [G] (Antunes et al., 2000). Our model, however,
failed to reconstruct gradual shortening of the interburst
period with [G] (Meissner and Schmelz, 1974).
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The action potential in the model is in good agree-
ment with the representative burst activity recorded in
asingle 3 cell in the presence of 2.6 mM [Ca?*], and 10 mM
[G] at 31°C (see Fig. 1 B in Smith et al., 1990a). The
maximum rate of rise was 2-3 V s™ in the model, com-
parable to 3.2V s~! (Rorsman and Trube, 1986) or 3.5
Vs™! (Dean et al., 1975). The peak potential was about
—4 mV in the model versus —8.3 mV experimentally
(Smith et al., 1990a), the plateau potential was about
—50 versus —53.7 mV, and the maximum negative po-
tential during the interburst period was about —68 versus
—76.4 mV. The maintenance of the plateau potential
was mainly attributable to Ig,y conductance remaining
at the end of the action potentials. It was supported by
a simulation showing that the burst was interrupted if
Ic,y was instantaneously deactivated by applying a brief
hyperpolarizing voltage pulse (not depicted). The Ca*-
activated inward currents, Itgpm and In,ca, also contrib-
uted to the maintenance of the plateau potential.

Slow fluctuations in [ATP], [MgADP], [Na*], and [Ca®']. dur-
ing burst-interburst rhythm. In our model, [ATP] and
[MgADP] changed in synchrony with electrical events
at [G] > 7 mM (Fig. 2, second row). That is, [MgADP]
increased at the expense of ATP during the burst and in
turn decreased during the subsequent quiescent period
when the cell was relieved from the extra Ca**-dependent
ATP consumption. These typical responses were observed

6 mM 8 mM

12 mM

at 8 mM [G]. At 12 or 16 mM [G], however, the ATP
consumption was compensated for to a greater extent
by increased ATP production. Thus, [MgADP] increased
much slower during the burst, and its maximum level at
the end of burst was lower in spite of the elongated burst
duration. On the other hand, the fluctuation in [Na'];
was enlarged with an increase in burst duration, and
finally [Na']; remained elevated at [G] > 19 mM (Fig. 2).
Accumulation of [Na']; was mostly a result of Na* influx
through NCX, which compensated for the large Ca*" in-
flux through I¢,yv. Based on the opposite changes in the
fluctuations of [ATP] and [Na']; by increasing [G], our
B-cell model predicted that the activation of In.x by the
accumulation of [Na']; might take over the role of Ixarp
in terminating the burst at a higher [G].

Fluctuation in [Ca%]; during the burst-interburst
rhythm also has profound effects on the electrical activ-
ity. As demonstrated in Fig. 2, [Ca®']; jumped from a
resting level of ~100 to ~~400 nM at the onset of the
burst, and then the plateau level of the oscillation (fast
Ca” ripple) slowly decreased during the burst, because
of the slow inactivation of Ic,yv. At [G] > 12 mM, a brief
oscillation in the plateau level of the Ca* ripple pre-
ceded the final termination of the burst, which has not
been described by experimental studies. We found that
this oscillation was sensitive to the amplitude of Ixc, sk
but failed to clarify the underlying mechanisms in the
present study. After cessation of the burst, a slow decay
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Figure 2. Activities of the B-cell model at various [G]. Each row indicates steady cyclic changes in V,, [ATP] (black), [MgADP] (red),
[Na*];, and [Ca*];in the presence of 8, 12, and 16 mM [G], or a quiescent state at 6 mM [G] and continuous firing of the action po-
tentials at 20 mM [G]. All records were obtained with initial values in Table S1 after the rhythm of the cyclic events became stable after

switching [G].
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phase (or Ca®* tail) was observed at 12 and 16 mM [G],
but hardly at 8 mM [G]. This Ca*" tail is caused by re-
lease of Ca?" from the ER, which has accumulated during
the preceding burst. The increase in the Ca** fluctua-
tion at a higher [G] has complex influences on mem-
brane ion channels or transporters, that is, activation of
outward-going Ipyca OF Ikcask), as well as inward-going
Inaca OT Itgpae. The overall effects of [Ca%]; will be evalu-
ated mathematically later.

Role of ER Ca? dynamics in glucose-induced
burst-interburst rhythm

Ca?" dynamics in the new B-cell model were validated
before we analyzed the ionic mechanisms. In control
conditions, a regular burst-interburst rhythm and the
accompanying Ca® transients were generated with a
cycle length of ~40 s at 11 mM [G] (Fig. 3, the left
half). At the onset of a burst, most Ca®*" influx through
I,y was instantaneously captured by cytosolic Ca®*-
binding proteins (f; in Eq. S5). Then, during the initial
1 s of the burst, the Ca* influx was compensated for
by the ER GSERCA'Jrel; 44%), PMCA (26%), and NCX
(34%) (Fig. 3, bottom), which was in good agreement
with experimental results (Gall et al., 1999). As the
burst progressed, Ca** gradually accumulated in the
ER, and thus the ER Ca*-buffering capacity became
less effective because of an increase in Ca®" release
from the ER. Importantly, 97% of the Ca®* accumu-
lated during the whole burst was taken up by the ER,
and only 3% remained in the cytosol. After cessation of
the burst, the accumulated Ca? in the ER was slowly
released into the cytosol (Fig. 3, bottom), which is a
main contributor of the long-lasting Ca* tail. This sim-
ulation result is in line with experimental responses
(Gilon et al., 1999).

For further examination of the relevance of the Ca®
dynamics in the model, the effects of blocking SERCA
by thapsigargin were simulated. In the right half of Fig. 3
indicated by a gray horizontal bar, the activity of SERCA
was reduced to 20% of the control. As a result, the Ca®*-
buffering capacity of ER decreased, and in the steady
state, the amplitude of Ca® oscillation was increased by
nearly two times. In addition, the Ca®" tail disappeared
from the interburst period and the electrical rhythm be-
came about two times faster through the shortening of
both interburst and burst periods. These findings are in
good agreement with several experimental recordings
(Miura et al., 1997; Gilon et al., 1999; Fridlyand et al.,
2003) and previous simulation results (Fridlyand et al.,
2003; Bertram and Sherman, 2004). The rate of depo-
larization during the interburst was accelerated by the
activation of inward Isoc as a result of ER depletion. The
burst duration was also reduced because the opening of
Igarp was accelerated by the enhanced CaQ*—dependent
ATP consumption. Increased outward Igc,(sg) Or Ipmca by
the amplified Ca” transient might also help the early

termination of the burst, whereas inward In,c, and Irgpy
have the opposite effects.

We also simulated Ca®* transients induced by applying
45 mM of K* solution (Fig. S3). The Ca*" tail observed
after the high K* pulse was well reconstructed (Gilon
etal., 1999). The simulation predicted that [Ca?"]gr Was
accumulated up to ~60 pM via Igy activated through
high K"induced depolarization (approximately —25 mV).
In the presence of thapsigargin, the amplitude of Ca*
transients was increased with a large initial peak, and the
slow Ca*" tail disappeared. The slow inactivation of I,y
caused the marked decrease in [Ca?']; during the initial
10 s of the pulse, as well as the temporal depression after
washing out the high K' solution.

lonic mechanisms underlying the electrical

activity of B cells

Current profile during the burst and interburst periods. The
findings in Fig. 2 suggested that the burst rhythm is de-
termined by the balance among current components
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Figure 3. Dynamics underlying spontaneous Ca®* oscillations
before and after inhibition of SERCA. Time-dependent
changesin V,, (top), and [Ca*];and [Ca*]gx (middle), and Ca*
fluxes through Je, Jserca, Inaca, and Ipyca (bottom) at 11 mM [G]
are illustrated with different colors, as indicated in each panel.
The scale of [Ca* gy is represented on the right y axis (middle),
and the zero flux level is indicated by a dotted line (bottom). From
130 s (gray horizontal bar), Pszrca was reduced to 20% of its
control value (from 0.096 to 0.0192 amole ms™?) to simulate
the blocking effect of SERCA by thapsigargin. The net Ca** flux
through the ER was calculated by subtracting Jr from Jsgrca.
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that are modulated by slow changes in [ATP] and
[MgADP], as well as those in [Na']; and [Ca®'];. We
measured the amplitudes of all these currents, includ-
ing Ixare, Inak, Inacas Ipmcas Ttrems and Ikea(sky, at 8 and
16 mM [G], in addition to V-dependent Ic,y and Igp,
(Fig. 4). During the burst period, the current levels
were measured at the most negative potential between
successive action potentials. The plateau potential grad-
ually shifted negative toward the threshold for the full
repolarization of the burst termination. At both [G],
Ixp: was of minimum size because of almost complete
deactivation at the end of individual action potentials,
and its contribution to changing the plateau potential
seemed to be negligible. In contrast, I,y had the largest
amplitude, suggesting that it is the major current main-
taining the plateau potential or driving the interburst
depolarization to trigger the subsequent action poten-
tial burst. Igarp provided a sizable outward current dur-
ing the interburst at 8 mM [G] but was much decreased
at 16 mM [G]. In contrast, outward I,k and Igc,sk), and
inward In,c, and Itrpym, were substantially increased at
16 mM [G] by the accumulation of [Na']; and [Ca*],
during the prolonged burst period. The amplitude of
Isoc was negligibly small throughout the records in Fig. 4
atboth 8 and 16 mM [G] (not depicted). These current
profiles, however, only give clues as to the contribution
of individual currents underlying the generation of
electrical bursting activity. A quantitative understanding
of the ionic mechanisms requires further mathematical

analysis, such as Vi analysis in the next section or bifur-
cation analysis as described in our companion paper
(see Cha et al. in this issue).

V, analysis of interburst ionic mechanisms. To measure the
contribution of each current component to automatic
change in Vy,,, Vy analysis was applied to the simulation
results (Egs. 1, 3, and S108). The magnitudes of the
contribution (¢ in mV s™!; see Materials and methods)
of individual ion channels and transporters were cal-
culated over the interburst period, as indicated with
horizontal gray bars in Fig. 4 (A and B). ¢ was plotted
in a cumulative manner at 8 and 16 mM [G] (Fig. 5,
middle panels).

At 8 mM [G], V-dependent activation of Iy (deav),
albeit a tiny change from 0.03 to 0.05, provided the larg-
est positive contribution during the entire course of
slow depolarization (Fig. 5 A). In contrast, the contribu-
tion of ultraslow inactivation of I,y (fys) was trivial. Ixarp,
an outward current, also provided a positive contribu-
tion to the depolarization (¢~ 0.1-0.2 mV s7!) because
its open probability was gradually reduced by both in-
creasing [ATP] and decreasing [MgADP]. In the late
phase, the contribution of Igarp became smaller by grad-
ual equilibration of [ATP] and [MgADP]. The positive
contribution of inward Ingc, (¢< 0.1 mV s™!) was mainly
attributable to increased turnover rate by the gradual
decrease of [Na']; after cessation of the burst. In.x,
Ixcaer), and Itgpy hindered the slow depolarization, as
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Figure 4.

Ionic currents during burst and interburst activity at 8 mM [G] (A) and 16 mM [G] (B). Top panels show V,, and bottom

panels show individual ionic currents, with the different colors as indicated on the right. The amplitudes of individual currents were
measured at the plateau potential (the most negative potential between successive action potentials) during the burst period. Note that
different time scales are used in A and B. The zero current level is indicated by dotted lines. Gray bars indicate the interburst period,

where the Vi analysis was applied in Fig. 5.

28 lonic mechanisms in pancreatic 3 cells

-212 -



represented by their negative contributions (less than
—0.2mVs).

At 16 mM [G], the ionic mechanisms changed mark-
edly (Fig. 5 B). The contribution of Ixsrp almost disap-
peared from the Vi diagram, but the contribution of
CaQ+-dependent currents (Ipyca, Inaca, and Ipgpy) notice-
ably increased in compared with those at 8 mM [G].
The V,, change showed two phases during the inter-
burst period: early hyperpolarization and late depolar-
ization. During the early phase, the hyperpolarization
was mainly attributed to decreases in inward In,c, and
Itgpw as a result of the slow decay of [Ca*];. The sum of
these hyperpolarizing effects was larger than the depo-
larizing effect caused by the decrease in outward Ipyca.
In the late phase, the decay rate of [Ca*]; slowed down,
the contribution of Iy,c, was reversed by the decrease in
[Na'];, and the negative contribution of Igpy was also
reduced. Furthermore, the decrease in [Na']; gradually
reduced outward Iy, and contributed to depolariza-
tion. As a consequence, the membrane started to depo-
larize at the late phase.

Comparison of the Vi diagrams in Fig. 5 (A and B) re-
veals that a metabolic-dependent mechanism (Igsrp) at
a lower [G] was replaced by an ion-dependent mecha-
nism (Ipyca, Inaca, and Irgpy) at a higher [G] in generat-
ing the burst-interburst rhythm. This replacement of
mechanism was further exemplified by separating the
contribution of Iy,x into metabolism- and ion-dependent
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mechanisms (Fig. 5, bottom panels). At 8 mM [G], a
negative contribution of Iy,x was caused by rapid re-
covery of the ATP/MgADP composition, whereas at
16 mM [G], the metabolic effects almost disappeared,
and the decrease in [Na']; dominated the time course
of ¢ of In.x.

V| analysis of repetitive action potentials. The result of V,
analysis is presented in Fig. 6 for two successive action
potentials during the burst. The Vi, (Fig. 6, red line)
leads the time-dependent change in V,, (black line) in
advance and intersects the V,, curve when dV,,/dt (or
Iiot) equals zero. The V diagram (Fig. 6, bottom) indi-
cates that the time course of the action potential is largely
determined by I¢,yv. In the rising phase of the sponta-
neous action potential, the progressive V-dependent
activation of Igy plays the major role; likewise, the
V-dependent deactivation of I,y is mainly responsible
for repolarization. The activation of Ixc, k) partially
counteracts I,y to reduce the maximum rate of rise
or decay of the action potential. Surprisingly, the de-
layed activation of outward Igp, provided a negative
contribution only at the beginning of the repolarizing
phase, but then reversed its contribution to retard the
repolarizing influence of I,y. This retarding effect of Ixp,
is a result of V-dependent removal of activation (pxkp,).
The contributions of the other substrate-dependent
currents, Ixare, Ipmcas Inaca> Itrems and Iy, are barely
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Figure 5. Vi diagrams show the contribution of major currents during the interburst period at 8 mM [G] (A) and 16 mM [G] (B).
(Top) Time-dependent changes in V. (red) and V,, (black). The V,, trace is overlapped by Vi. (Middle) Time-dependent changes in
the contribution (¢) of individual currents indicated with different colors. A positive ¢ indicates that the time-dependent change in the
corresponding current contributes to depolarization (in mVs™"), and vice versa. The contribution of Ic,y was divided into ¢ of dg,y and
c of ;. The rest for I,y was negligibly small (not depicted). (Bottom) Separation of the contribution of I,k into [ATP]- and [MgADP]-
dependent components (dark yellow) and [Na*];-dependent component (gray). Effects of other factors on Iy, such as time-dependent
changes in [K']; or V,,, were negligibly small (not depicted). The time scales refer to those for the gray bars in Fig. 4 (A and B).
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visible because the concentrations of ions or meta-
bolites changed minimally over the time span of an
action potential.

An extra effect of [G] on the bursting activity through
direct inhibition of NaK

Owada et al. (1999) demonstrated that applying glu-
cose to B cells inhibited Na*/K*' ATPase in a dose-
dependent and reversible manner via a distinct signal
transduction pathway. Because this inhibition was of
considerable magnitude (up to 55%), they suggested
that the inhibition of Iy,x might promote insulin se-
cretion at a high [G]. We tested this hypothesis by
switching on the inhibitory action of glucose on Iy.x
(Fgi; Eq. S55) after a steady rhythm was established
(Fig. 7). Immediately after In,x was reduced by intro-
ducing the glucose inhibition (Fig. 7, gray bar), an
action potential burst of longer duration was evoked
accompanied by a larger Ca?* transient, in agreement
with the experimental observations using an NaK
blocker (Bozem and Henquin, 1988). Contrary to the
expectation of Owada etal. (1999), the burst interval
returned to control at the next burst and remained
constant. The amplitude of In,x was almost restored
because [Na']; gradually increased until In.x exactly
matched the Na* influx. The basal level of [Ca?']; was
initially increased by the intervention but slowly re-
covered over the next 100 s. Similar results were sim-
ulated at 12 mM [G]. The simulation suggests that
the partial inhibition of Iy.x by glucose might in-
crease insulin secretion at 8 mM [G], but the effect is
only transitory.
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Figure 6. 'V diagram for two successive action potentials within
the burst at 8 mM [G]. (Top) Time-dependent changes of Vi
(red) and V,, (black). Note that V; always changes in advance
of Vy,. (Bottom) Time-dependent changes in contributions (¢) of
Icavs Ikpe Ikca@k), and Inaca. The ¢ of other currents was also plotted
in the diagram but is barely visible because of its minor contribu-
tions. The time scale on the x axis refers to that in Fig. 4 A.
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DISCUSSION

By integrating a broad range of electrophysiological
findings into a mathematical model, the response of
pancreatic 3 cells to extracellular glucose was well re-
constructed, and the underlying mechanisms were elu-
cidated in a comprehensive manner. The new B-cell
model showed a series of responses to varying [G], that
is, the intermittent burst of action potentials accompa-
nied by Ca* transients at [G] > 7 mM, the elongation of
the burst duration with increasing [G], and the contin-
uous firing of action potentials at [G] > 19 mM. Vi, analy-
sis of the model successfully quantified contributions of
ion channels and transporters to the slow interburst de-
polarization. It was concluded that alternating burst
and interburst events at the physiological range of [G]
is regulated mainly by Igarp channels, which transduce
signals from varying [ATP] or [MgADP] to membrane
excitability. The novel prediction is that the role of Ixarp
is taken over by electrogenic ion transporters, such as
Tnaca, Inaks Ipvca, and a Ca?*-activated ion channel, Igpy,
at a higher [G].

Comparison with the FP model

To our knowledge, the B-cell model developed by
Fridlyand et al. (2003, 2005) provided the first descrip-
tion of individual channels and transporters on a plasma
membrane at a molecular level. Our model is based on
the structure of this FP model to couple membrane excita-
tion with energy metabolism. We revised most of the ionic
current components with reference to more extensive
electrophysiological findings. In the FP model, a high K*
external solution induces continuous Ca** influx through
Icav (about —30 to —50 pA) and eventually causes a meta-
bolic collapse by a rapid depletion of cytosolic ATP. Rele-
vant simulations to experimental findings were obtained
when both Ca*-mediated inactivation and V-dependent
ultraslow inactivation were included in the new model of
Icay- Moreover, we added new currents, Itgpy and Ixc,sk),
based on recent experimental findings. We found that
Itgpy is an important current to maintain the plateau po-
tential around —50 mV during an action potential burst,
whereas a full repolarization between action potentials
was observed in the FP model. Ixc, gy is important in the
regulation of action potential amplitude.

For self-consistency of the model, we included all ion
transports across the cell membrane in calculating both
Vn and intracellular ion concentrations, according to
charge conservation law (see Chaetal., 2011). (a) We took
account of the H influx via Ca**/H" exchange through
PMCA. This H* flux was assumed to be completely con-
verted to equivalent Na* flux by a fast Na"/H" exchange
(see Materials and methods). (b) [K']; was not fixed in
our model, but the time-dependent change was cal-
culated by K' fluxes through NaK and ion channels.
These modifications were prerequisite for examining
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the roles of ion transporters, which are greatly affected
by ion concentrations.

The model of Iy in the FP model was largely modi-
fied from the original model of Chapman et al. (1983)
by omitting state transitions of the carrier protein. This
simplification resulted in no saturation of the turnover
rate by [Na'l;. Moreover, In.x in the FP model is a V-in-
dependent current in the range from —80 to 0 mV. We
implemented a new kinetic model of Iy.k with the state
transitions (Oka et al.,, 2010). It shows properties well
established in experimental studies, such as dependen-
cies on Na' and K, the free energy of ATP hydrolysis
(AGyrp), and the membrane potential. Thereby, the
present study reliably predicted that Iy, took a pivotal
role in terminating the burst when [Na']; was accumu-
lated during a long-lasting burst at a high [G] (Fig. 5).
For comparison with the present study, we applied
V¢ analysis to the slow interburst depolarization in the
FP model (Fig. S4). Ata relatively low [G] (8.5 mM), a Vy,
diagram demonstrated that the time-dependent de-
crease of outward In,g takes the major role in determin-
ing the depolarization rate (¢~ 0.25 mV s71), whereas
the contribution of Igarp was negligibly small (¢~ 0.025
mVs™!). It is because of a relatively rapid production of
ATP in the FP model, resulting in a long-lasting burst
even at relatively lower [G], accompanied by [Na'l
oscillation with an amplitude of ~2 mM.

Mechanisms to generate the bursting activity in

modeling studies

Complex patterns of electrical activity in ( cells with
varying [G] has been one of the interesting targets in

the field of mathematical physiology, and several ex-
plicit hypotheses have been put forward in various forms
of mathematical models. Importantly, however, the fun-
damental question still remained as to what the slowly
varying factor underlying the time course of burst—
interburst rhythm in § cells is. Here, we discuss the mul-
tiple key membrane components suggested in relation
to the slow intracellular factors hypothesized in previ-
ous modeling studies, that is, [Ca*T;, [Ca**Tpr, [ATP]
and/or [ADP], and [Na*],.

[Ca®*] and the Ca?*-activated K* currents. One of the
major hypotheses assumed a gradual activation of Ca**-
dependent K* currents during an action potential burst.
For example, early Chay-Keizer models adopted the
BK channel (Chay and Keizer, 1983; Sherman etal., 1988),
and they predicted that an accumulation of intracellu-
lar Ca® via repetitive spikes increased the outward BK
current and terminated the burst. In turn, the burst was
resumed when the BK channels were sufficiently deacti-
vated during the interburst period. Distinct from the
expectation in their models, however, the progressive
accumulation of Ca* has not been established experi-
mentally, but rather, a rapid rise of the Ca® transient
leveled off to the plateau level within the initial several
seconds of the burst (Santos et al., 1991; Worley et al.,
1994a), or [Ca®']; slightly rose (Gilon and Henquin, 1992;
Zhang et al., 2003) or decayed (Miura et al., 1997;
Henquin et al., 2009; Merrins et al., 2010) thereafter. In
recent studies, an existence of a different type of Ca*-
dependent K* channel, Igqo,, has been reported (Gopel
et al., 1999a; Goforth et al., 2002; Zhang et al., 2005).
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Figure 7. Effects of the inhibition of Na*/K*
ATPase by glucose. The inhibition of NaK by
glucose was introduced from 80 s (gray bar) by
changing Fy, (Eq. $55) from 1 to 0.552 at 8 mM
[G]. The panels show time courses of Vy,, [Na'];,

[Ca®1,, Inar, and Inace. Dotted lines indicate the
initial basal level of [Ca™]; (third panel) and zero
current levels (bottom panel).
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The important role of Ixy, in terminating the burst via
[Ca*] accumulation was suggested by two mathemati-
cal models (Goforth et al., 2002; Fridlyand et al., 2009).
To simulate the expected slow kinetics of Iggow Goforth
et al. (2002) assumed a localized subspace with a sub-
stantial volume (occupying ~30% of the cytosolic vol-
ume), in which the Ca®* concentration activating Ixgoy
varies in parallel to changes in [Ca*gp, rather than the
more rapid variation of [Ca®*],. However, such kinetic
changes in Ixqq, during the bursting activity nor any his-
tological evidence to justify the diffusion barrier have
been found experimentally. Alternatively, Fridlyand
et al. (2010) assumed Igc, with an extremely slow time
constant of 2.3 s for activation to represent Iggo,. How-
ever, SK channels, one of the candidates contributing to
the experimental Iggow show very fast gating kinetics
(Hirschberg et al., 1998).

The slow decay phase of [Ca®7; after the burst might
lead to slow changes in membrane conductances of
several Ca**-activated channels or transporters. Indeed,
the present study suggests that [Ca*']; might play a sig-
nificant role in driving slow interburst depolarization
through Ipyca, Inace, and Itrens, as well as Ixcasxy (Fig. 5).
Unfortunately, only a few indirect measurements of
these currents have been reported experimentally. As a
result, the contribution of Igpy was only considered in
our model, and Ix,c, and Ipyca were implemented in a
few previous models (Fridlyand et al., 2003; Diederichs,
2006; Meyer-Hermann, 2007).

[Ca?*Jer and Isoc. Repetitive empting and refilling of ER is
closely related to bursting rhythm by modulating Ca**-
activated currents. Among them, a store-operated in-
ward current, Isoc (sometimes termed Iepac oF Icran),
would be a primary candidate to generate the bursting
rhythm. Gilon et al. (1999) suggested that ER fills with
Ca* during the burst, and the gradual deactivation of
Isoc may lead to termination of the burst. Conversely,
the subsequent emptying of the ER after the burst might
then reactivate Isoc to trigger a new burst. This mecha-
nism has been tested in several models (Bertram et al.,
1995a; Chay, 1996, 1997; Mears et al., 1997; Fridlyand
et al., 2003). However, the half-activation concentration
of [Ca**]gr (Koser) has not been measured experimen-
tally, and thus the predicted contributions of Iso are
different among studies. For example, in the models of
Chay (1996, 1997) using a K55 of 50 or 70 pM, the gat-
ing of Isoc took a central role in determining the burst
rhythm. On the other hand, in the other models Isoc
contributed little because the channel remained closed
as a result of the assumption of a relatively low K5 gr
(3 pM; Bertram et al., 1995a, and the present model),
or was always open because of an assumed high Ko rr
(200 puM; Fridlyand et al., 2003). Therefore, it is impor-
tant for Kos e to be determined experimentally to decide
the role of Isoc in generating glucose-induced bursting
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rhythm under normal conditions. Interestingly, rather
consistent effects (the prolongation of the spike burst
or the acceleration of the bursting rhythm) were recon-
structed with these differing models when Isoc was max-
imally activated by ER depletion under thapsigargin,
muscarinic antagonist, or low glucose (Bertram et al,,
1995a; Mears et al,, 1997; Fridlyand et al., 2003; the
present model).

[ATP] and [ADP] and lxare. [ATP] and/or [ADP] have been
considered as key slow factors, and several B-cell models
examined the time-dependent gating of Kyrp channels.
However, quantitative estimation of the contribution of"
Ixare to burst activity is highly dependent on the formu-
lation of both Igarp and the metabolic components of
each model. For example, Magnus and Keizer (1998)
developed a detailed Igarp model and concluded it was
a major factor, whereas simulations using the FP model
and the same Iyxypp formulation concluded that Igsrp was
not of major significance. This is because the two mod-
els adopted radically different schemes describing the
production of [ATP] and [MgADP].

In addition, it should be noted that ATP-consuming
transporters, such as PMCA, SERCA, and NakK, should
influence the bursting rhythm by modulating their ac-
tivities according to the intracellular energy level. How-
ever, few studies have dealt with this subject, except the
present model by incorporating the detailed kinetic
model of Iy, with AGarp dependency.

[Na®] and In.x. As demonstrated here and in previous
modeling studies (Miwa and Imai, 1999; Fridlyand et al.,
2003; Meyer-Hermann, 2007), glucose-induced fluctua-
tions of I,y results in rhythmical Na* entry through the
action of NCX. Increased [Na'*]; will activate Iy and
lead to termination of the burst; in turn, a slow decay of
[Na']; leads to a decrease in Iy,g during the interburst
period. Experimentally, Grapengiesser (1996, 1998) ob-
served distinct oscillations of [Na*]; under a partial sup-
pression of NaK in mouse $ cells. In support of this
idea, these oscillations disappeared after inhibition of
Iy or under a lower glucose, but they were insensitive
to a blocker of V-dependent Na* channels.

[Na*]; also modulates the turnover rate of the NCX
exchanger. Thus, a proper Na* dependency of Ix,g, is
essential for examination of the role of [Na*]; in gener-
ating bursting activity. The kinetic scheme of Inac, used
in this study was developed in cardiac cells and has been
well tested experimentally. In addition, the tetrodo-
toxin-sensitive Na® current (Iy,) might also contribute
to intracellular Na*" accumulation. In preliminary studies,
we implemented Iy, based on recordings in pancreatic
B cells from rat (Hiriart and Matteson, 1988), mouse
(Gopel et al., 1999b; Vignali et al., 2006), and human
(Braun et al., 2008). However, because Iy, was almost
completely inactivated at the physiological V., the
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generated flux was trivial. V, analysis also revealed that
In. made a very minor contribution to the slow depolar-
ization. Thus, Iy, was deleted from the present model.

The [Na']; of 10-14 mM recorded by Grapengiesser
(1996) is much higher than the 5.5-7.5 mM in our sim-
ulations. When examined with our model, however,
10-14 mM [Na']; resulted in the reverse mode of the NCX
all through the normal burst activity because the Na*-
driving force is much reduced. Furthermore, the amp-
litude of the oscillation of [Na*]; and the corresponding
effect on Inx were reliably estimated in our study. This
is because the average Na' influx through the NCX was
determined by the amplitude of I¢.y and the action po-
tential frequency, both of which were consistent with
experimental data.

Is a single B cell capable of generating full-sized

action potentials?

Remarkably, the action potential parameters in our
mode] are quite comparable to experimental measure-
ments in isolated mouse B cells obtained by Smith et al.
(1990a) (see Slow fluctuations in [ATP]... in Results).
In most papers, however, the amplitude of action po-
tentials was smaller and the quiescent potential less
negative when recorded in single B-cell preparations
(Rorsman and Trube, 1986; Santos et al., 1991; Kinard
et al., 1999; Bertram et al., 2000). It is conceivable that
the action potentials might be damped under the patch-
clamp recording because the current leak through the
gigaseal (~10 GQ) between the patch electrode and the
cell membrane is comparable to the whole cell mem-
brane current (input resistance of ~10-30 GQ). The
membrane capacitance of ~6 pF of small B cells is also
in the same order as the floating capacitance of the
electrode tip. Moreover, recovery from dissociation in-
jury might be incomplete in culture medium, or action
potential generation might be depressed at room tem-
perature or by the rundown of Iy It should be noted
that mouse or human B cells contain a relatively high
density of Iy ranging over 6 to 11.4 pA pF™!, with an
apparent reversal potential of ~50 mV at physiological
[Ca?*], (see Table I for references). The current densi-
ties of I,y guarantee a fast rising phase and a full size of
the action potential in an intact cell before patch-clamp
recording. In the present model, the action potential
peak was shifted to positive potentials when the mem-
brane K' conductance was partially blocked, in agree-
ment with experiments (Atwater et al., 1979; Santos and
Rojas, 1989; Rorsman et al., 1992; Houamed et al,,
2010). In addition to the action potential amplitude, it
should also be noted that the burst duration in single-
cell preparations might be affected by the leak conduc-
tance and floating capacitance during patch recordings.
The difference between electrical activities in single
cells and those of islets might be caused by the above re-
cording artifacts.

Further considerations and limitations of the study

The Vy, diagram in Fig. 5 indicated prominently large
contributions of I,y during the whole interburst period
at both 8 and 16 mM [G]. These contributions are
mainly attributable to the increase or decrease in deay,
which is a pure voltage-dependent gate of Ic,v. From the
viewpoint that burst-interburst rhythm is principally
generated by slow changes in cytosolic substrate con-
centrations, the role of d¢,y is to magnify changes in V,,
in the same direction as those induced by other mem-
brane currents under the influence of cytosolic factors.
Namely, at 8 mM [G], the slow depolarization induced
by changes in Ixarp and In.c, increases deay, which results
in further depolarization. In the early half of the inter
burst period at 16 mM [G], dcay is decreased as a result
of the negative shift of V,,, which is primarily induced by
a decrease in Iy, or Itrem via the progressive decay of
[Ca®"];. During the late phase, the gradual positive shift
in V,, induced by a decrease in Ipyca or Iy increases
deav to enhance the depolarization. If these secondary
contributions of I,y are excluded from comparison of
the membrane currents, the V; diagram indicates that
Ixare and Inaca 2t 8 mM [G], and Inuca Temcas Irrens and
Inax at 16 mM [G], play major roles in converting varia-
tions in the slow cytosolic factors into the V,,, change in
our model.

The effects of thapsigargin on [Ca*; have been exam-
ined in several experiments using islet preparations, be-
cause blocking the ER might provide important clues as
to the role of Ca* buffering by the ER in the bursting
rhythm. Unfortunately, there have been no experimental
data showing the effects of thapsigargin on the electrical
activity or on Ca*' fluctuations in isolated individual
B cells. In our singlecell model, the simulation of applying
thapsigarin (Fig. 3) was consistent with the accelerated
rhythm of the Ca® fluctuations recorded in several ex-
perimental observations in pancreatic islets (Miura et al,,
1997; Gilon et al., 1999; Fridlyand et al., 2003), provided
that the rhythm of Ca* transient reflects the electrical

TABLE |
Measurements of the peak of Iy
Amplitude of Te,v External Species Reference
solution
(mM Ca*)
51 pA (8.28 pA pF"k‘) 2.6 mouse Rorsman et al., 1992
37 pA (6.00 pA pF™*) 2.6 mouse Islam etal., 1995
70 pA (11.37 pA pF™™) 2.6 mouse  Vignali etal.. 2006
93 pA 2.6 mouse  Gopel et al., 1999b
185 pA (21.92 pA pF™) 10 mouse Gilon ctal., 1997
16 pA pF~! 10 mouse Arkhammar etal., 1994
16 pA pF™! 10 mouse  Ammald et al., 1992
17 pApF™! 10.2 mouse  Bokvistetal., 1991
6.5 pA pF™’ 5 human  Kelly etal, 1991
7 pApF™! 2.6 human  Braun etal., 2008

*Current density.
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