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1. Introduction

ABSTRACT

The spatial and temporal distribution of excitatory and inhibitory membrane potential responses on a
cell plays an important role in neuronal calculations in local neuronal circuits in the brain. The electrical
dynamics of excitatory and inhibitory inputs along the somatodendritic extent of CA1 pyramidal cells
during circuit activation were examined by stimulating strata radiatum (SR), oriens (SO), and
lacunosum-moleculare (SLM) and measuring laminar responses with voltage-sensitive dye (VSD) optical
recording methods. We first confirmed the linearity of the optical signal by comparing fluorescence
changes in CA1 to global membrane potential changes when slices were bathed in high-potassium
([K*]o = 25 mM) solution. Except for a TTX-sensitive component in stratum pyramidale, fluorescence
changes were equal in all strata, indicating that VSD sensitivity had reasonable linearity across layers.
We then compared membrane potential profiles in slices exposed to picrotoxin, a GABA, receptor
antagonist. We attributed the picrotoxin-induced changes in the first peak of the excitatory membrane
potential to feed-forward inhibition and the later response (appearing 30 ms after stimulation) to
feedback inhibition. A difference in feed-forward components was observed in perisomatic and distal
apical dendritic regions after SR stimulation. SLM stimulation produced large differences in perisomatic
and apical dendritic regions. SO stimulation, however, produced no feed-forward inhibition at the
perisomatic region, but produces feed-forward inhibition in distal dendritic regions. These results
suggest that actual inhibition of membrane potential response by feed-forward inhibition is greater at
perisomatic regions after SR or SLM stimulation but is smaller at distal dendritic regions after SR, SO, and
SIM stimulation.

© 2009 Elsevier Ireland Ltd and the Japan Neuroscience Society. All rights reserved.

excitatory and especially of inhibitory synapses terminating on a
cell in on-going neuronal circuit activity is not clear.

Neurons possess highly organized membrane structures
through which membrane potential fluctuations play an important
role in the integration of neural information. The integration
properties of a neuron largely depend on neuronal channel
properties and geometries. Many electrophysiological methods
can directly access the electrical properties of dendrites (Stuart
et al., 1993; Davie et al., 2006), even those of fine basal dendrites
(Nevian et al., 2007). However, the actual degree of activation of

* Corresponding author at: Kagawa School of Pharmaceutical Sciences, Tokush-
ima Bunri University, 1314-1 Shido, Sanuki, Kagawa 769-2193, Japan.
Tel.: +81 87 894 5111x6708; fax: +81 87 894 0181.
E-mail address: tominagat@kph.bunri-u.acjp (T. Tominaga).
1 Present address: BrainVision Inc., 3-46-8 Narimasu, Itabashi, Tokyo 175-0094,
Japan.

The existence of inhibitory postsynaptic potentials elicited by
stimulating the main input to the CA1 circuit has been long known
(Kandel et al., 1961; Andersen et al., 1963, 1964; Buzsaki, 1984).
This circuit has been designated as a recurrent inhibitory system.
Feed-forward inhibition activated by orthodromic stimulation has
also been identified (Dingledine and Gjerstad, 1980; Alger and
Nicoll, 1982b). The locus of inhibitory synaptic input has been
tested by local application of GABA in combination with local
electrical stimulation (Andersen et al., 1980; Alger and Nicoll,
1982a), and the time course of the inhibitory input has been shown
to overlap with the excitatory input (Dingledine and Langmoen,
1980; Brown and Johnston, 1983; Griffith et al., 1986; Turner,
1990; Karnup and Stelzer, 1999). Inhibition largely depends on
shunting control and scarcely appears in the membrane potential
trace (Turner, 1988; Sayer et al., 1989; Pouille and Scanziani, 2004).
Thus, it has been difficult to measure the impact of inhibitory input

0168-0102/$ - see front matter © 2009 Elsevier Ireland Ltd and the Japan Neuroscience Society. All rights reserved.
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on the membrane potential response, especially in terms of its
distribution along the somatodendritic axis of a cell. Since optical
recording methods can visualize population behaviors within the
CA1 circuit, we used this method to map the distribution of GABA,
receptor-mediated inhibition along the somatodendritic axis of
CA1 pyramidal cells (Megias et al., 2001) and to determine to what
extent inhibition contributes to CA1 signal transduction.

The optical imaging method with voltage-sensitive dyes (VSDs)
represents a potentially useful tool for examining integration
processes (e.g., Antic and Zecevic, 1995; Antic, 2003). Because of its
simple lamellar organization (Andersen et al., 1969b), the in vitro
hippocampal slice preparation is ideal for studying neural
integration in neural circuits. Optical imaging with VSDs has
many advantages (Grinvald et al., 1982; Barish et al., 1996;
Tominagaetal., 2000, 2001, 2002; Inoue et al., 2001; Mochida et al.,
2001; Aihara et al., 2005; Mann et al.,, 2005a; Chang and Jackson,
2006): It allows direct viewing of hippocampal layers, thus
allowing optical signals to be attributed to specific membrane
areas of the major cell type, the pyramidal cell. For example, neural
integration in area CA1 can be assessed by examining signals in
stratum radiatum (SR), which correspond primarily to the
membrane potential responses of pyramidal cell apical dendrites,
and signals in stratum pyramidale (SP), which correspond
primarily to membrane potential responses of pyramidal cell
somas.

One potential drawback of optical recording, however, is that
the nature of optical signals precludes an interpretation of the
optical data in terms of absolute membrane potentials. A typical
example is seen in optical signals resulting from stimulation of
Schaffer collateral axons in SR. Even if the stimulus intensity is high
enough to obtain saturated population spikes, the optical signals
measured from SR (which correspond to a few tens of millivolts of
excitatory postsynaptic potential [EPSP]), are larger than those
measured from SP (which correspond to over a hundred millivolts
of action potential). To identify the potential source of this
disparity, we analyzed steady membrane potential changes in
slices perfused with high-potassium medium, and examined the
profiles of population membrane potential responses using a
simulator called NEURON (Hines and Carnevale, 1997). The results
suggest that the nature of the population optical signal is the major
cause of the disparity.

Taking advantage of this optical measurement method, we have
successfully characterized the inhibitory action and its distribution
on actual membrane potential response of feed-forward and
feedback inhibition within Schaffer collateral inputs to the
perisomatic region of CA1 pyramidal cells and found that the
spatial contribution of inhibitory inputs onto postsynaptic cells
differed.

Some preliminary results of this study have been published in
abstract form (Tominaga et al., 2003).

2. Materials and methods

All animal experiments were performed according to protocols
approved by the Animal Care and Use Committee of Tokushima
Bunri University and RIKEN, and the U.S. National Institutes of
Health Guide for the Care and Use of Laboratory Animals. All efforts
were made to minimize the number of animals used and their
suffering.

2.1. Slice preparation and staining with VSD

Hippocampal slices (400 pm thick) were prepared from 4- to 5-
week-old male rats, decapitated under deep-ether anesthesia. The
brains were quickly cooled in ice-cold artificial cerebrospinal fluid
(aCSF) (124 mM NaCl, 2.5 mM KCl, 2mM CaCl;, 2 mM MgSOy,

1.25 mM NaH,PO,4, 26 mM NaHCO3, and 10 mM glucose, pH 7.4)
bubbled with 95%(5% 0,/CO, gas. After cooling for 5 min, the
hippocampus was dissected out along with the surrounding cortex
and sliced into 400-p.m-thick transverse sections with a vibratome
(Leica VT-1000). Following a short incubation in gassed aCSF for 3-
5 min, each slice was transferred onto a fine-mesh membrane filter
(Omni Pore membrane filter, JHWP01300; Millipore Corp., MA,
USA), held in place by a thin Plexiglas ring (inner diameter, 11 mm;
outer diameter, 15 mm; thickness 1-2 mm). These slices were
transferred to a moist chamber continuously supplied with the
humidified O, and CO, gas mixture. The temperature was held at
32°C for 1 h, and then maintained at room temperature. After 1 h
of incubation, slices were stained with VSD (100 .l of staining
solution/slice) for 25 min and washed with normal aCSF. VSD
(0.2 mM Di-4-ANEPPS; D-1199, Molecular Probes Inc., OR, USA)
was dissolved in a mixture of 2.7% ethanol, 0.13% Cremophor EL
(Sigma), 50% fetal bovine serum (Sigma), and 50% aCSF. The slices
were subjected to experiments after at least 1 hincubation at room
temperature after the wash.

2.2. Optical recording

The Plexiglas ring supporting an individual slice was placed in
an immersion-type recording chamber. Slices were continuously
perfused with prewarmed (31 °C) and oxygenated (95%/5% O,/
CO-, gas mixture) aCSF at a rate of 1 ml/min. Custom laboratory-
designed epifluorescence optics consisting of two principal lenses
was used. The optics consisting of a modified 35-mm camera lens
(f=50 mmF/1.4, Nikon; the final magnification of the system was
x1.5) or a custom made objective lens (Olympus MYCAM 5x/0.6
WI; the final magnification of the system was about x5) as the
objective lens, and a lens (f=55mm x 1.0 Leica Microsystems
MZ-APO) as the projection lens. The excitation light was provided
by a halogen lamp source (150 W; MHW-G150LR, Moritex Corp.)
through a excitation filter (A = 530 + 10 nm) and reflected onto a
specimen by a dichroic mirror (A =575 nm). Fluorescence was
passed through an emission filter (A > 590 nm) and projected onto a
CCD camera or a MOS imager (MiCAMO1 and MiCAM Ultima,
respectively; BrainVision, Inc., Tokyo, Japan). Optical signals were
calculated as the ratio of fractional change in VSD fluorescence to
baseline VSD fluorescence (AF[F). The optical signals referred to in
the following sections represent signals filtered in spatial and
temporal dimensions with a Gaussian kernel of 5 x 5 x 3 (hor-
izontal x vertical x temporal). We confirmed that this procedure
produced steady and flat baselines and did not cause any artificial
drift in signals in the absence of electrical stimulation. We analyzed
the optical signals offline using a procedure developed for Igor Pro
(WaveMetrics Inc., OR, USA). VSD fluorescence at a wavelength of
530 nm decreases in response to the depolarization of the
membrane. To fit the polarity of the response to conventional
membrane potential changes, we expressed the optical signal in a
polarity that matches the membrane potential change. For example,
decreased fluorescence, which corresponds to depolarization, is
represented as a positive deflection. However, when a global
fluorescence change was observed, we used the polarity of the
fluorescence change, as shown in Fig. 2.

2.3. Time-lapse imaging

Since the imaging system was created and optimized for fast
acquisition, slow changes in fluorescence, such as responses to
bath application of test solutions, could not be evaluated.
Accumulation of static charges on pixels of the imager over long
periods tended to create unstable drifts in the baseline. To mitigate
this problem, we acquired 85 consecutive frames of data at short
intervals (85 frames at rate of 1 ms/frame), every 10s. The
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consecutive images captured during each frame were averaged,
and this average represented frame data for each 10 s interval. A
sequence of frames was produced using a macro developed for use
in the MiCAMO1 image acquisition program. These sequences were
then analyzed using a laboratory-designed function of lgorPro
(both macro and function available upon request).

2.4. Electrophysiological recording

Patch-clamp recordings in the whole-cell mode were made
using a patch-clamp amplifier with a capacitive headstage
(Axoclamp 700B, Axon Instruments, Foster City, CA) using pipettes
(3-5M) of borosilicate glass (Sutter Instruments, Novato, CA)
pulled using a P-97 Flaming-Brown pipette puller (Sutter
Instruments, Novato, CA). Whole-cell recordings were low-pass-
filtered at 3 kHz and digitized at 10 kHz. Data were digitized with a
digitizer (ITC-18, Instrutech Inc., NY) and fed into a computer for
off-line analysis {Apple Computer) using a laboratory arranged
software on lgorPro (WaveMetrics Inc., OR, USA). Electrical
stimulation were applied by constant current pulses (A395,
WPI) through a glass microcapillary tube (5 pm inner diameter;
filled with aCSF) placed in the stratum oriens (SO), stratum
radiatum and stratum lacunosum-moleculare (SLM). Neurons
were visualized by the oblique illumination with aid of contrast
enhancement of a CMOS-camera (SKDCE-2EX, Sigma Koki Co.,
Tokyo, Japan) with an upright microscope (BX-51WI, Olympus
Tokyo, Japan). In voltage-clamp mode, a test membrane potential
step (—10 mV) were always applied prior to electrical stimulation,
and traces with those series resistance (Rs) fower than 20 M)
were accepted,

The pipette solution consisted of, in mM: 130 Cs-MeSOs, 10
Hepes, 4 MgCl,, 4 NaATP, 0.4 NaGTP, 10 Na-Phosphocreatine, 10
EGTA; PH was adjusted to 7.2. 5 mM QX-314 was also added.

A glass microcapillary tube (5 pm inner diameter; filled with
aCSF) was used as a recording electrode for field potential
recordings.

The electrophysiological recording system was controlled by a
procedure developed in Igor Pro {WaveMetrics Inc., OR, USA).

2.5. Neuron simulation

Numerical simulations were performed with NEURON {ver. 5.7)
(Hines and Carnevale, 1997) on a Macintosh computer (Mac 0SX).
A realistic morphological and electrophysiological multi-compart-
ment model of a CA1 pyramidal neuron was employed {Migliore
et al., 1999; Migliore, 2003). The model consisted of 202
compartments representing the neuron’s axon, soma, and den-
drites. Please refer to the Neuron Model DB (http://senselab.me-
d.yale.edu/modeldb/ShowModel.asp?model=19696) for the detail
of the distribution and kinetics of the active conductance (gua, kpr,
gxa and g), and passive electrical properties of the components
and synaptic connections embedded into the model. The simulated
membrane potential response of each compartment was analyzed,
and membrane potential profiles were drawn using IgorPro
software and custom-made macros.

We calculated two different membrane potential profiles. In
order to obtain two different membrane potential profiles for the
case where the cell produces almost same amplitude of EPSP while
one with action potential and the other without, we changed
weight value in the model to seek the threshold. The resulted
membrane potential profiles obtained just below the threshold
(weight was 1.231e72 see Fig. 4Ba) and above the threshold
(weight was 1.24e72, see Fig. 4Bb) showed almost similar
amplitude and time course of EPSP (Fig. 4A).

The membrane potential profile of a population of cells (Fig. 4C)
was calculated as an average of membrane potential (Vima,) as

function of distance from the soma (L) and proportion of the
number of the non-excited cell relative to the excited cell (p)
according to the equation below;

Vimgyg(L, p) = [(Pp — 1)VMepsp(L) + Vmup(L))] (1)
p

where Vmepsp(L} and Vmgag{L) are the membrane potential caused
by the just below the threshold and just above the threshold,
corresponding to the membrane potential profiles drawn in
Fig. 4Ba and Bb respectively.

The PR ratio in Fig. 4D was calculated the ratio of the responses
in SP (L =0 wm) and those in SR (L = 250 p.m), as a function of the
proportion (p);

o) — _VMave(0,p)
PRratio(p) = VMg (250, p) N

The PR ratio for optical signal was calculated as the ratio of the
amplitude of optical signal at L = 0 pm and those at L =250 pm.

3. Results
3.1. Amplitude distribution of neuronal responses in the optical signal

VSDs are molecular probes that convert membrane potential
changes to changes in fluorescence. Fig. 1B-D shows a typical
optical signal response when an electrical stimulus (250 wA,
200 ps in positive-negative direction) is applied to the Schaffer
collaterals in area CA1 of the hippocampus {please see Tominaga
et al., 2000, 2002).

Fig. 1B shows consecutive images of optical signals obtained at
different times, starting from the stimulation. Representative
traces of responses as a function of time, recorded at representative
pixels are presented in the lower part of the panel. The left-most
trace shows responses recorded at the stimulating site, showing
that the stimulus artifact was followed by the postsynaptic
response. The large arrow in this trace points to the peak of the
stimulus artifact. Representative traces recorded from mid- and
distal parts of CA1 are also indicated by large arrows. Because the
peaks ofindividual optical traces appeared at different times due to
propagation of the response, we used the peak amplitude as
representative values in the following section to compare the
amplitude of the response.

The time course of the optical signal along the somatodendritic
axis of pyramidal celis is shown in Fig. 1C. The largest change
appeared in the middle of SR, while in SP the peak was smaller and
was followed by a hyperpolarizing response, The traces at each
representative pixel are shown in Fig. 1D. Traces corresponding to
different stimulus intensities are shown in pseudo-color code.
Regardless of stimulus intensity, in SR responses were larger than
those in other layers, whereas in SP responses were smaller, but
hyperpolarizing responses were larger than those in other layers.

The distribution of the amplitude information was mapped
(projected) onto a single frame in Fig. 1E, which shows the
amplitude distribution of the maximum response (traces with
arrows in Fig. 1B) at each pixel (maximum response map).
Profiles of the maximum amplitude map along the somatoden-
dritic axis of pyramidal cells are shown in Fig. 1F. The response
profiles at different distances from the stimulating site (90, 180,
360, 540 um) are shown. At each site, the peak response
appeared in the middle of the SR {about 200 wm from the soma).
The maximum response measured in stratum oriens was 70% or
[ess of that measured in SR. This relationship was maintained
across stimulus intensities (Fig. 1G and H); at each stimulus
intensity, the peak amplitude of the optical signal was larger in
SR.
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Fig. 1. Amplitude distribution of a Schaffer-collateral-evoked optical signal in area
CA1 in the rat hippocampal slice preparation. (A) Schematic illustration of a rat
hippocampal slice superimposed onto the fluorescent image of the recording area.
The sampled area of the imaging system was about 1.8 mm x 1.8 mm. Stim.,
stimulation electrode; SO-A, stratum oriens-alveus; SP, stratum pyramidale; SR,
stratum radiatum; SLM, stratum lacunosum-moleculare. (B) Consecutive images
(left to right, top to bottom) showing optical signals obtained every 0.2 ms, starting
from the stimulation. Lower traces are representative traces obtained at pixels in
the indicated field of view. Arrows show the pixel where the signal showed a peak in
the consecutive images. (C) A pseudo-colored three-dimensional graph of a slit
recording of the optical signal in B obtained at about 90 pwm from the stimulating
electrode. (D) The representative traces of the optical signals recorded from
representative pixels a-g in the slit image shown in panel C. The pseudo-color
coded traces in a-g represent responses to different stimulus intensities (20, 30, 40,
50,80, 120, 200, 250 pA, respectively). (E) A pseudo-colored image of the projection
of the maximum response at each pixel. (F) Maximum response profiles of the slice
image in C (thick trace) and at slits at increasing distances (180, 360, 540 m) from
the stimulating electrode. (G) Response profiles at 90 wm from the stimulating
electrode at different stimulus intensities. These color coded responses correspond
to those shown in panel D. (H) Stimulus-response relationships recorded from SR
(open circles, 200 pm from the soma) and SP (filled circles) (n = 6 slices; bars, SEM).
The data were acquired with a MiCAM ultima system sampling at a 10 kHz frame
rate.

The soma responses should correspond to action potential firing
in the pyramidal cell layer and should be over 100 mV of the
membrane potential shift, while dendritic responses in SR should
correspond to EPSPs and should be a few tens of millivolts of the
membrane potential shift. If the response measured by VSD reflects
the membrane potential amplitude, then we would expect larger
responses in SP than in SR. In our optical recordings, however, we
observed the opposite: Optical signals in SR were larger than those
in SP. This observation raises the possibility that the VSD signal
varies in sensitivity to membrane potential changes in different
layers. If this were indeed the case, then it would be difficult to use
VSD signals to compare the membrane potential response along
the somatodendritic axis of pyramidal cells.

3.2. Changes in fluorescence caused by steady resting membrane
depolarization show less VSD-signal-layer specificity

The apparent lack of correspondence between the amplitudes
of the optical signal and actual membrane potential changes in SP
and SR could be due to (1) tissue-dependent differences in VSD
sensitivity, or (2) the population nature of the optical signal. To test
these possibilities, we visualized steady fluorescence changes in
response to experimental manipulation of [K']o, which should
cause tissue-independent, uniform depolarization of the resting
membrane.

Switching the perfusate from control aCSF ([K*]o = 2.5 mM) to a
high-K" solution ([K']o = 25 mM) produced decreased fluorescence
(Fig. 2A). Washing out the high-K" solution caused the responses to
recover, with fluorescence levels returning to control levels. The
distribution of the depolarizing response, as measured by a
decrease in fluorescence, is shown in Fig. 2Ba. The ratio of the
decrease relative to initial fluorescence (Fig. 2Ba) shows uniform
changes in fluorescence in SR, while large changes occur in SP and
SO (yellow-orange peaks orthogonal to the blue plane, Fig. 2B,
panel a; also see Fig. 2C).

To test whether the large fluorescence change in SP and SO was
caused by action potentials arising from postsynaptic cells, we
added TTX to the high-K* perfusate (Fig. 2Bb). The steep peak
disappeared when TTX was added to the high-K" solution (Fig. 2B,
panel b). Profiles of the fluorescence changes along the somato-
dendritic axis of pyramidal cells are plotted in the graph of Fig. 2C
and pooled data are plotted in the graph of Fig. 2D. These profiles
show that the high-K*-associated (open circles) peak responses
detected in SP and SO were greatly diminished by the application
of TTX (filled circles). At each sampling point along the entire
length of layers, the difference between pre-TTX and post-TTX was
p < 0.05. This suggested that the peak was caused by action
potential firing of neurons.

To exclude the effects of transmitter release from depolarized
cells, we applied a cocktail containing major excitatory and
inhibitory receptor blockers (50 wM APV, 10 wM CNQX, 20 u.M
bicuculline) to the high-K* perfusate (open triangles). The
cocktail reduced the high-K*-depolarizing response (p < 0.05) in
SR, SO, and stratum lacunosum-moleculare (SLM), suggesting
that excess glutamate and/or GABA around the cells contributed
in part to the depolarization we observed in slices bathed in
high-K* solution. A peak near the soma region was abolished
with TTX (filled triangles). Hence, this observation supports the
possibility that the unequal distribution of fluorescence change
in SP was caused mostly by action potentials from postsynaptic
cells.

The steady and uniform fluorescence changes we observed in
the absence of action potential (in TTX) imply that differences in
layer-dependent VSD sensitivity may not be a major cause of the
apparent mismatch between the optical signal amplitude and
membrane potential response amplitude shown in Fig. 1.
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Fig. 2. Changes in VSD fluorescence measured in the middle of the SR of area CA1. (A)
Relative fluorescence intensity (AF/F) was measured and plotted against time. Each
dot represents the average of 85 frames of fluorescent images obtained at a rate of
1 ms/frame and at 10 s intervals. The external solution was changed to a higher K*
solution ([K*]o = 25 mM) from normal aCSF ([C*]o = 2.5 mM) for 30 min. The absolute
fluorescence intensity isindicated in the right axis. Arrows labeled a and b point to the
representative frames used for constructing the graphs in panel B. (B) The effect of TTX
on the distribution of fluorescence changes in response to stimulation with high-K*
solution. Three-dimensional graphs showing the amplitude of responses to high-IC
solution in the absence (a) and presence (b) of TTX. TTX decreased the amplitude of
responses, as reflected by a decrease in fluorescence. (C) Profiles of fluorescence
changes along the somatodendritic axis of pyramidal cells in the absence (high-K")
and presence of TTX (high-K*" + TTX). (D) Pooled data of fluorescence changes under
high-K* (open circles) and high-K™+ TTX (filled circles) conditions. The other set of
data show the changes after application of APV, CNQX, and bicuculline without TTX
(opentriangles)and with TTX (filled triangles). Data are means + SEMs (n = 4-9slices).

3.3. The distribution of membrane potential responses along the
somatodendritic axis of pyramidal cells as simulated with the NEURON
simulator was similar to the membrane potential profiles measured in
slices bathed in high-K* solution

The population nature of the optical signal may underlie the
apparent mismatch between the optical signal amplitude and
membrane potential response amplitude. To test whether this is
the case, we changed the composition of a population of cells so
that it comprised cells that fire action potentials and those that do
not when stimulated by a single electrical shock to the Schaffer
collaterals. Since it is difficult to identify these cells and alter the
population of cells accordingly, we used a realistic numerical
model of a hippocampal CA1 pyramidal neuron (Migliore et al.,
1999) to simulate the distribution of membrane potential
responses in area CA1. The software we used is called NEURON
(Hines and Carnevale, 1997). Fig. 3A illustrates this model in terms
of a tree-like drawing showing the topographical geometry of the
CA1 pyramidal neuron we modeled. The traces in Fig. 3A show
representative membrane potential responses at different sites (0,
100, 200, and 300 pm from the soma) in response to a relatively
strong synaptic input. The membrane potential responses in
different segments were used to estimate the distribution of the
response along the somatodendritic axis of the cell using
information about the digital morphological reconstructions of
the cell.

Fig. 3B shows the membrane potential response profiles along
the somatodendritic axis of the CA1 pyramidal neuron we
calculated using the simulation results when either a just-above
threshold or a just-below threshold input was provided. In this
model, the synapses terminated 200 pm from the soma. Thus, we
could reproduce the membrane potential profiles of cells that fire
action potentials (Fig. 3Ba} and of those that do not fire action
potentials (Fig. 3Bb) but have almost identical EPSP amplitudes.

The membrane potential responses along the somatodendritic
axis of the pyramidal cell are shown in the three-dimensional (3D)
graphs of Fig. 3B. Although the size of the EPSP was almost
identical, the overall potential profiles were quite different. When
the pyramidal cell fired an action potential, very strong responses
(almost 80 mV) occurred in SP and SO, and rather small (40 mV)
responses occurred in the middle part of the apical dendrite
(L =300 pwm)(Fig. 3Ba). On the other hand, when the pyramidal cell
did not fire an action potential, small responses occurred in the
middle part of the dendrite (Fig. 3Bb). Both of these simulations did
not resemble the amplitude and distribution of responses we
obtained by optical recording (cf. Fig. 1).

3.4. Reducing the proportion of excited neurons can mimic the profile
of responses obtained by the optical recording method

Fig. 4 shows membrane potential response profiles calculated
from our simulated results. We simulated membrane potential
responses to apical dendritic synaptic input that was just below
threshold for action potential generation (EPSP only; gray trace in
Fig. 4A) and to synaptic input that was just above threshold (EPSP
followed by an action potential; black trace in Fig. 4A). The
distribution of peak membrane potential changes along the
somatodendritic axis of the modeled pyramidal neuron is shown
in Fig. 4B (panels a and b, respectively). It is clear from the figure
that the shapes of the two membrane potential profiles are quite
different. When the pyramidal cell received just-above threshold
input that elicited an action potential, the membrane potential
responses over SP (distance < 0 pm from the soma) showed a large
plateau; the tail-end of the response at the apical dendrite showed
no obvious peak (Fig. 4B, panel b). On the other hand, when the
pyramidal cell received just-below threshold input that failed to
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Fig. 3. (A) A realistic multi-compartment model of a pyramidal cell. Each segment
has its own electrophysiological characteristics. The graph shows membrane
potential responses of different segments located at different distances from the
soma. The membrane potential responses were calculated from our model using the
NEURON simulator program (Hines and Carnevale, 1997). (B) Time course of
representative profiles of membrane potential changes along the somatodendritic
axis of a CA1 pyramidal neuron in response to a weak synaptic input that fails to
cause an action potential at the soma (a) and to a strong synaptic input that causes
an action potential at the soma (b). These profiles were calculated by averaging the
membrane potential responses measured from each compartment of the neuron
model. Each 3D graph contains linear plots showing the kinetics of membrane
potential changes (left) and the peak membrane potential profiles (right).

elicit an action potential, the membrane responses at the middle of
SR (distance = 250 wm) showed a small peak (Fig. 4B, panel a). The
model employed here is a realistic model neuron that had "active”
apical dendrites (Magee and Johnston, 1995; Migliore et al., 1999;
Johnston et al., 2003). For the input condition that produced an
action potential, the ratio of the membrane potential amplitude in
SP to that in SR was 5.13, whereas for the input condition that
failed to produce an action potential, this ratio was 0.63. That s, the
response was five times larger in SP than in SR when the cell
generated an action potential. When the cell generated only an
EPSP (Fig. 4Ba), the response in SP was smaller than that in SR.
Fig. 4C shows the profiles of averaged responses when the
number of the cells was changed to contain fewer excited
neurons (i.e., neurons that generated action potentials; Fig. 4Bb)
relative to non-excited neurons (i.e., neurons that generated
only EPSPs; Fig. 4Ba) (see Section 2). The shape of the membrane
potential profile in Fig. 4C resembled the shape of the membrane
potential profile reflected in the optical signal (Figs. 1F,G and
5B). On the other hand, changing the timing of the action
potential firing within the range of 16 ms randomly did not
affect the shape of the profile much (Fig. 4C blue). Fig. 4D shows
the PR ratio, the ratio of the responses in SP (L = 0 wm) and those
in SR (L = 250 p.m), as a function of different excited cell-to-non-
excited cell proportions (p; see Section 2). The PR ratio
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Fig. 4. Profiles of membrane potential responses to simulated synaptic input. (A)
Traces representing membrane potential changes at the soma, as simulated using
NEURON. The black trace represents responses to a just-above threshold synaptic
input; the blue trace represents responses to a just-below threshold input. (B)
Membrane potential profiles along the somatodendritic axis of the modeled
pyramidal cell when it received just-below threshold input (a) and just-above
threshold input (b). (C) Black traces show average membrane potential profiles of a
modeled pyramidal cell when the network comprised different proportions of
excited and non-excited cells (1:10, 1:20, 1:40, 1:60, 1:80, 1:100, 1:200), i.e., a
neuron that fired an action potential (Ba) or one that did not fire an action potential
(Bb). A blue trace show membrane potential profile when the action potential firing
show random jitter within a range of 16 ms. (D) Changes in the PR ratio, the ratio of
membrane potential responses in SP (soma; L =0 um) relative to those in SR
(dendrites; L=250 wm), caused by changing the proportion of excited cells and
non-excited cells. See Section 2 for detail.

decreased as we reduced the proportion of excited cells to
non-excited cells. When the model comprised one exited cell
among 10 cells, the PR ratio was 1.35. However, when the model
comprised one excited cell among 200 cells, the PR ratio
decreased to 0.72. We chose the latter model to contain 200 cells
because this is the maximum number of cells viewable with our
imaging system, which covers an area of about 25 pum x 25 pm
at the objective plane. The number of cells, therefore, covered by
a single pixel should not exceed 200 cells, assuming that the
diameter of a cell is 10 pm and the optical signal covers a depth
of 200 wm (de Curtis et al.,, 1999).

For the optical signal shown in Fig. 1E, the PR ratio was about
0.73, which was higher than PR ratios calculated in our simulations
and higher than PR ratios calculated from pooled optical recording
data (0.67 + 0.07, mean + SEM; n = 6 slices; Fig. 5C, open circles). The
PR ratio was calculated as a ratio of the ratio of the amplitude of
optical signal at soma layer (L=0 wm) and those at middle of SR
(L =250 pm). Fig. 5C (open circles) shows the PR ratios from pooled
data as a function of stimulus intensity. The PR ratio first decreased as
stimulus intensity increased, then increased, reaching a maximum of
0.7. The decrement of the PR ratio at lower stimulus intensities
suggests that the membrane potential profile might reflect feed-
forward inhibition activated by Schaffer collateral stimulation (Alger
and Nicoll, 1982b; Turner, 1990).
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Fig. 5.(A) Time course of optical signals recorded from slices bathed in normal aCSF
and after application of PITX. Responses to a weak stimulus (50 pA) (a) and
responses to a strong stimulus (250 pA) (b) are shown. Black traces show the time
course in the presence of PITX; gray traces represent controls. SP, traces obtained at
a pixel corresponding to SP; SR, traces obtained at a pixel in the middle of SR. (B)
Membrane potential profiles obtained from pooled optical recording data. The
membrane potential responses were recorded 90 wm from the stimulating site.
Open circles, slices bathed with normal aCSF (control); filled circles, slices treated
with 100 wM PITX. (C) Changes in the PR ratio of optical signal as a function of
stimulus intensity (n =6 slices; error bars, SEM). Open circles, slices bathed with
normal aCSF (control); filled circles, slices treated with 100 uM PITX. Open
arrowheads (aand b) show the stimulus intensities corresponding to traces in panel
A. (D) Membrane potential profile 25-30 ms following stimulation of control (open
circles) and 100 pM PITX-treated (filled circles) slices. Asterisks on traces (B, C, D)
indicate significant differences between profiles recorded under control and PITX
treatment conditions (ANOVA, P < 0.05).

3.5. Optical signals revealed the impact of feed-forward inhibition on
signal propagation in the area CA1 circuit in response to SR stimulation

The firing of principal neurons in area CA1 are thought to be
under the control of feed-forward inhibitory inputs in addition to
feedback types of control in the circuit (Buzsaki, 1984). In feed-
forward inhibition the amount of inhibition is not controlled by the
activation of postsynaptic principal neurons. To determine how
inhibitory inputs affect membrane potential changes along the
somatodendritic axis of a pyramidal cell upon SR stimulation, we
applied PITX, a GABA, receptor inhibitor, to the aCSF solution
bathing the hippocampal slices and monitored optical signals in SP
and SR of area CA1 (Fig. 5).

The effect of PITX on the optical signal is shown in Fig. 5A. PITX
increased the amplitude of the optical signals and prolonged the
response. We defined the increase in the first peak of the response
(filled arrowheads in Fig. 5A) caused by PITX application as feed-
forward inhibition, because this increase preceded the action
potential firing of the postsynaptic cells (see also Fig. 1D). The
effect of feed-forward inhibitory inputs along the somatodendritic

axis is also shown in Fig. 5B as membrane potential profiles of the
first peak, in which the application of PITX increased responses
significantly in the perisomatic region (-20 pm <L < 0 wm) and
distal apical dendritic region (L > 360.1 wm) (ANOVA, p < 0.05).
Responses in SR, however, remained almost the same as in the
control condition.

To show control over action potential firing, we plotted PR
ratios (Fig. 5C). The initial decrease in PR ratio was abolished by
adding 100 wM PITX to the aCSF (Fig. 5C, filled circles). That is, as
the EPSP increased, spike activation probability increased in the
presence of PITX. For comparison with feed-forward inhibition
phase, changes in the falling phase (30 ms after stimulation) of the
response are shown in Fig. 5D. A hyperpolarizing response was
seen in SO and on apical dendrites 400 wm from somatic and
perisomatic regions. As is clear in the figure, the hyperpolarizing
response was replaced with a depolarizing response that occurred
along the entire length of the somatodendritic axis. This could
mostly reflect the impact of feedback inhibition on pyramidal cell
activity.

3.6. Optical signals revealed the impact of feed-forward inhibition on
signal propagation in the area CA1 circuit in response to SLM and SO
stimulation

To examine the amount feed-forward inhibitory control
contributed by major input pathways, we assessed membrane
potential profiles in response to SLM and SO stimulation (Fig. 6).

PITX application significantly enhanced the SLM stimulation-
induced response in both perisomatic and distal apical dendritic
regions, as was seen with SR stimulation (Fig. 6B). Significant
differences (asterisks; P < 0.05) were also observed in SO and in
perisomatic (—200 wm < L < 126.2 pm) and distal apical dendritic
regions (L > 381.3 pwm). It is interesting to note that changes in the
PR ratio after SLM stimulation (Fig. 6C) were quite different from
changes in the PR ratio after SR stimulation (Fig. 5C), even though
both reflect perisomatic inhibition (cf. Figs. 5B and 6B). Upon SLM
stimulation, inhibition in the perisomatic region increased as
stimulus intensity increased, as shown in Fig. 6C, and was
significantly different (P < 0.05) at stimulus intensities greater
than 120 p.A. SO stimulation induced larger responses in SO and in
somatic regions. Although PITX application failed to appreciably
affect these responses, PITX affected responses recorded in distal
dendrites, with significant differences observed in regions farther
than 258.8 wm from the soma. This can also be seen in the PR ratio
shown in Fig. 6G. After-hyperpolarization in the perisomatic region
was clear and PITX treatment induced full-range depolarization
along the somatodendritic axis.

3.7. Electrophysiological recording and stimulation

Fig. 7 shows the representative current responses of a
pyramidal cell in the area CA1 upon the SR, SLM and SO
stimulation at two different stimulus intensities (250 A and
40 wA) at different holding potentials (-90mV to —-20mV).
Stimulation elicited a mixture of excitatory postsynaptic current
(EPSC) and inhibitory postsynaptic current (IPSC). As is clear in the
Fig. 7A SR stimulation most right-hand expanded traces at
depolarized holding potential (-30mV), a weak stimulation
(40 pA) caused only fast feed-forward IPSC following a sharp
small inward EPSC, while increasing stimulation intensity to
250 p.A additionally recruited following feedback IPSC (Glickfeld
and Scanziani, 2006). This was not clear in SO stimulation and SLM
stimulation (Fig. 7B SO and C SLM). The IPSC was not clearly seen
on the traces at —70 mV, since the calculated reversal potential for
chloride ion (Eq) was about —73 mV. All the cells tested (n=6)
showed similar tendency.
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Fig. 6. (A, E) Time course of optical signals recorded from slices bathed in normal
aCSF and after application of PITX following SLM stimulation (A) and SO stimulation
(E). Black traces show the time course in the presence of PITX; gray traces represent
controls. SP, traces obtained at a pixel corresponding to SP; SR, traces obtained at a
pixel in the middle of SR. (B, F) Membrane potential profiles obtained from pooled
optical recording data for SLM stimulation (B) and SO stimulation (F). The
membrane potential responses were recorded 90 wm from the stimulating site.
Open circles, slices bathed with normal aCSF (control); filled circles, slices treated
with 100 wM PITX. (C, G) Changes in the PR ratio after SLM stimulation (C) and after
SO stimulation (G) as a function of stimulus intensity (n = 7 slices; error bars, SEM).
Open circles, slices bathed with normal aCSF (control); filled circles, slices treated
with 100 uM PITX. (D, H) Membrane potential profiles 25-30 ms of control (open
circles) and in 100 .M PITX-treated (filled circles) slices following SLM stimulation
(D) and SO stimulation (H). These profiles were obtained from pooled optical
recording data. Asterisks on traces (B, C, D, F, G, H) indicate significant differences
between profiles recorded under control and PITX treatment conditions (ANOVA,
P <0.05).

4. Discussion

In the present study, we have shown that optical recording with
VSD can be used to measure membrane potential responses of
pyramidal cells in area CA1 of the hippocampal slice after
stimulating the Schaffer collateral pathway. This method allowed
us to demonstrate the impact of a feed-forward inhibitory circuit
on signal propagation following Schaffer collateral activation
(Fig. 5). It is rather difficult to show the amount of neuronal activity
affected by feed-forward inhibitory pathways because available
methods are limited in their ability to detect neuronal activity
sensitive to inhibitory actions (Turner, 1990).

The reduction of PR ratios (Fig. 5C) at lower stimulus
intensities and the blockade of this reduction by PITX

250 pA 40 pA
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?|4oo nA
0
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W
=70 mV
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—-—F—. -30 m
70m
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Fig. 7. Voltage-clamp recording from a pyramidal cell in response to SR stimulation
(A), SO stimulation (B) and SLM stimulation (C) at two different stimulus intensities
(250 p.A; left column) and (40 p.A; center column) at different holding potentials at
-80, —75, =70, —65, —60, —55, —50, —45, —40, —35, —30 and —20 mV. The
expanded and superimposed traces at right-most column show the current
response at depolarized condition (—-30mV) and near the resting membrane
potential (—70 mV) upon strong stimulus (250 wA; red) and weak stimulus (40 pA;
blue). Stimulation was applied about 90 .m from the pyramidal cell under whole-
cell clamp condition.

corresponds with observations that weak orthodromic stimuli
can evoke IPSPs (Andersen et al., 1969a; Turner, 1988, 1990) and
IPSC (see Fig. 7A). PITX-induced changes in the membrane
potential profiles were mainly observed in SP, not SR (Fig. 5B).
This might be caused by a change in the probability of action
potential firing, as predicted by our simulation model (Fig. 4C).
Much electrophysiological and anatomical evidence exists that
shows feed-forward inhibition affects pyramidal cell excitability
through inhibitory synaptic terminals in SP (Alger and Nicoll,
1982b; Buzsaki, 1984; Lacaille and Schwartzkroin, 1988a,b;
Turner, 1990; Cobb et al., 1997; Megias et al., 2001). Feed-
forward inhibition is thought to make possible the precise
control of spike firing timing (Pouille and Scanziani, 2001, 2004).
Our findings show that optical recording methods can allow us
to visualize the degree of inhibition in an intact neuronal circuit,
which is often difficult to access through traditional electro-
physiological methods (Verheugen et al., 1999).

The inhibitory network in the hippocampus consists of many
kinds of interneurons (Buhl et al., 1994; Freund and Buzsaki, 1996)
and plays a crucial role in brain function, especially in memory
formation and retrieval, by causing oscillations (Buzsaki, 2002;
Mann and Paulsen, 2005, 2006). Oscillations depend on the time-
dependent phasic regulation of unequally distributed excitatory
and inhibitory inputs along the somatodendritic axis of a
pyramidal cell (Megias et al., 2001) and act as “dipoles” (Buzsaki,
2002). The ability to measure somatodendritic membrane
potential profiles with VSD-optical recording methods will be
useful to reveal the dynamics of inhibitory networks (Mann et al.,
2005b).

The SLM stimulation (Figs. 6B and 7B) elicited smaller optical
response compared to that to SR stimulation (Fig. 5B). This may
reflect the smaller temporoammonic pathway (TA pathway) fEPSP
response to SLM stimulation (Remondes and Schuman, 2002,
2003), although our SLM stimulation may contain contamination
of Schaffer collateral stimulation. Please note that the response
caused by SO stimulation shown in Figs. 6E-H and 7C did not
include fraction of the response caused by direct stimulation of
pyramidal cells, since the response was not seen under the
blockade of glutamergic synaptic connection. They are mostly
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reflecting the back propagation of action potential firing of the
pyramidal cells caused by synaptic transmission to the basal
dendrite when the stimulus intensity was strong.

The stimulus-response relationships, as reflected in the PR ratios,
following SR and SLM stimulation (Figs. 5C and 6C) were quite
different. That is, the PITX effect reached maximum levels at [ower
stimulus intensities during SR stimulation (Fig. 5C), while the effect
reached maximum levels at higher stimulus intensities during SLM
stimulation (Fig. 6C). Since both modes of stimulation induced
significant inhibition in the perisomatic region while sparing
responses from the center of the apical dendrite, the differences
in PR ratios may be due to differential control of feed-forward
inhibition to the perisomatic region. The input pathways to CA1 vary
such that SR receives inputs from CA3 whereas SLM receives inputs
from entorhinal cortex. Thus, the differences we observed may be
due to differences in synaptic action on the same class of
interneurons (Kajiwara et al., 2008) or may reflect the recruitment
of different classes of inhibitory interneurons. This difference may be
due to differential control of CA1 pyramidal cell excitation, since SR
receives inputs from CA3 whereas SLM receives inputs from
entorhinal cortex. On the other hand, feed-forward inhibition was
not observed in perisomatic regions after SO stimulation, even
though it was detected in distal dendritic regions. This difference
may be due to the fact that SO contains inputs from recurrent
collaterals and to a lesser extent from Schaffer collaterals. The role of
these different types of feed-forward inhibition in the CA1 network
should be examined further in detail.

4.1. Does AFJF reflect the amount of membrane potential change in
different membrane compartments?

Evaluating the size of optical signals has continued to be
problematic, ever since VSD (WW-401) was first used for optical
recording in mammalian brain slice preparations (Grinvald et al.,
1982). Moreover, it was uncertain whether optical signal amplitude
varied in different tissue components. AF/F is usually used to
calibrate optical signals to some extent according to fluorescent dye
(e.g., RH-796, RH-418, Di-4-ANEPPS, Di-8-ANEPPS). These measures
are based on the observations that optical signals change
proportionally according to membrane potential changes (Conti
and Tasaki, 1970; Cohen et al., 1974; Ross et al., 1977) and that the
proportionality constant of a single membrane or a single cell is the
same, Evaluating the amplitude of an optical signal in tissues is more
difficult because we cannot simply assume that fluorescence
intensity actually reflects dye in the membranes in which we want
to measure membrane potentials. We can classify a dye that has
incorporated into neuronal tissue into three categories depending
on where the dye is incorporated: (1) dyes that incorporate into
neuronal membranes (active neuronal dye); (2) dyes that incorpo-
rate into glial membranes (active glial dye); and (3) dyes that
incorporate into dead cells, connective tissues, and other lipids
(inactive dye). The latter class of dyes should not show membrane
potential changes. If we want to visualize fast neuronal responses via
VSD signals, the second and third classes of dye should appear as
offsets (Fomset). These offsets increase only the denominator of an
optical signal, and thus decrease the dye's sensitivity to membrane
potential changes, i.e., AF/F becomes smaller. In other words, even if
the same membrane potential change occurs in neurons in a tissue,
AF/F canvary depending on the characteristics of the tissue if Fogreec iS
different.

When hippocampal slices were stimulated with a high-K*
solution and treated with TTX, the changes in fluorescence were
almost equal in different [ayers (Fig. 2D). This suggests that, at least
in area CA1, the specificity of the dye for different layers (SO, SP, SR,
SLM) is fairly similar. This implies that the second and third class of
dyes behave similarly in different layers.

We do not know how the second class of dyes (glial dyes) affects
optical signals, but it seems that how a dye affects optical signals
largely depends on the dye itself. Non-fluorescent dyes, which are
visualized through absorption changes at certain wavelengths
(e.g., RH-155), have been reported to be more sensitive to glial
membrane potential changes (Kojima et al., 1999; Kawamura et al.,
2004). Unlike Kojima and colleagues, however, we observed almost
no effect on optical signal time course in response to a glial
transporter inhibitor (Tominaga et al., 2002). In addition, their
optical signals often lacked hyperpolarizing signals that follow the
EPSP-action potential response. On the other hand, using optical
recording, we observed GABA, receptor antagonist-sensitive IPSPs
that are observable in intracellular recordings (Figs. 1D and 5D and
also see Fig. 5 in Tominaga et al., 2000). Thus, signals observed with
RH-155 would not be detected by Di-4-ANEPPS, the fluorescent
dye we used in the present study (Chang and Jackson, 2003).

4.2. The population nature of the optical signal

Our simulation results (Fig. 4) show that the optical signal may
be influenced by the neuronal makeup of the network. In our
neural network model of area CA1, we changed only the proportion
of cells firing action potentials (excited cells) to those not
producing action potentials (non-excited cells). The ratio of
excited to non-excited cells needed to be reduced to 1:100 so
that the membrane potential profile was similar to the optical
signal. This big difference in the number of excited cells versus
non-excited cells should decrease if we incorporate into the model
randomness in the timing of action potentials. This should be
examined in future experiments. In order to minimize introduction
of assumptions on the population activity, we had to use extremely
simplified binary population calculated with single NEURON
model. This, in turn, could exclude some aspects of dendritic
membrane potential dynamics (Golding and Spruston, 1998;
Sjostrom et al., 2008). Although our simulation showed that the
population nature could, at least in part, explain the distribution of
optical signal, further details of the actual spatio-temporal
dynamics of the membrane potential response should be examined
elsewhere.

Our simulations indicate that the population nature of the
optical signal may be useful in detecting the synchronicity of
action potentials in a neuronal circuit, which is often important for
representing information in the brain (Mann et al., 2005b; Schaefer
et al., 2006). It would also be useful to visualize how inhibitory
inputs actually act within the neuronal circuit during memory
formation and retrieval (Buzsaki, 2002). Once optical signals are
confirmed to be accurate representations of population signals,
then because of its simplicity, optical recording should be
promoted as a useful method for evaluating neuronal information
processing based on a balance of excitatory and inhibitory inputs
to neurons (Liu, 2004).

GABAergic transmission in the CNS has great importance in
terms of the development of pharmacological targets for treating
various mental disorders. A robust recording method like optical
recording to monitor the inhibitory activity of neuronal tissue
should provide one solution to the growing demands for quick and
comprehensive assay methods for physiological responses.
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A chloride conductance in VGLUT1 underlies maximal
glutamate loading into synaptic vesicles

Stephan Schenck!~, Sonja M Wojcik%, Nils Brose* & Shigeo Takamori!~?

Uptake of glutamate into synaptic vesicles is mediated by vesicular glutamate transporters (VGLUTS). Although glutamate uptake
has been shown to depend critically on CI-, the precise contribution of this ion to the transport process is unclear. We found

that VGLUT1, and not CIC-3 as proposed previously, represents the major CI- permeation pathway in synaptic vesicles. Using
reconstituted VGLUT1, we found that the biphasic dependence of glutamate transport on extravesicular CI- is a result of the
permeation of this anion through VGLUT1 itself. Moreover, we observed that high luminal CI- concentrations markedly enhanced
loading of glutamate by facilitation of membrane potential-driven uptake and discovered a hitherto unrecognized transport mode
of VGLUT1. Because a steep CI~ gradient across the synaptic vesicle membrane exists in endocytosed synaptic vesicles, our
results imply that the transport velocity and the final glutamate content are highly influenced, if not determined, by the

extracellular CI- concentration.

Intracellular compartments such as endosomes and lysosomes, as well
as secretory granules such as chromaffin granules or synaptic vesicles,
are energized by the proton-translocating activity of a vacuolar-type
H*-ATPase (V-ATPase)'. The V-ATPase builds up a proton electro-
chemical gradient (ApH") that is used for transport processes across
the membrane. AuH* consists of two components, the membrane
potential (AW) and the pH gradient (ApH), and the ratio of these two
components is modulated by the permeability of the membrane for
certain ions by leaks or channels®®. Notably, isolated intracellular
organelles such as synaptic vesicles acidify only in the presence of
small anions such as CI~ (refs. 5,6). This indicates that CI- pathways
provide a shunting current for the electrogenic V-ATPase and thereby
lead to an increase of ApH at the expense of A¥ by net accumulation of
HCIL Regarding the transport of solutes, both AW and ApH can be used
to energize the translocation process. For instance, biochemical inves-
tigations on isolated synaptic vesicles have revealed that the preference
for either component depends on the specific transport system for
different classical neurotransmitters’.

Vesicular transport of glutamate, the major excitatory transmitter in
the vertebrate brain, is carried out by VGLUTs®? and is believed to be
driven primarily by A¥!. A prominent feature of the vesicular
glutamate transport is its biphasic dependence on extravesicular
CI, which has been characterized in biochemical investigations of
native synaptic vesicles'! and in membranes containing heterologous
VGLUTs®!%15, The transport activity is very low in the absence of
external CI-, maximal at low concentrations of CI~ (24 mM) and
declines with rising CI” concentrations from 10-100 mM. Although the
decrease in glutamate uptake under conditions of high concentrations
of extravesicular CI” has been attributed to the increase of ApH

resulting from a CI~ channel on synaptic vesicles'”, the very low uptake
in the absence of CI~, despite A¥ being maximal under these condi-
tions, remains largely unexplainable. The transport of glutamate was
therefore believed to be activated in the presence of low millimolar
concentrations of CI” by regulatory binding of this ion to the trans-
porter itself!®. However, there are also indications for a role of the
luminal pH, which could explain the activation of transport by low
concentrations of CI~ (ref. 17). Because the ratio of A¥ and ApH
profoundly influences the uptake of glutamate and other trans-
mitters, the molecular signature of the Cl~ channel is crucial for
understanding the loading process and its regulation. Despite some
progress®, the underlying CI~ shunt in synaptic vesicles has remained
elusive for a long time.

CIC-3, a member of the CLC gene family, has been an attractive
candidate for CI~ shunting on synaptic vesicles because the acidification
of synaptic vesicles derived from Clen3™~ mice is partially impaired’s.
However, the loss of CIC-3 does not cause major changes in neuro-
transmission and vesicular glutamate transport of isolated vesicles
retains its biphasic dependence on CI~ even in the absence of CIC-3
(ref. 18). This is surprising, as the loss of a Cl~ shunt would be expected
to influence ApH and, consequently, glutamate loading. Recently,
indications for a CI7/H* exchange have been found for CIC-3
(ref. 19). This has already been demonstrated for ClCecl (a bacterial
homolog of eukaryotic CICs)?®, CIC-4/5 (refs. 21,22) and CIC-7
(ref. 23). The CI/H* exchange mechanism does not exclude a role for
CIC-3 in acidification. However, it nevertheless complicates the inter-
play with a proton pump, and together with the pronounced outward
rectification of intracellular CICs**?%, the observed co-transport of CI-
and H* in isolated synaptic vesicles cannot be well explained.
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Figure 1 Acidification of synaptic vesicles from
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acidification Clcn3~~and Vglutl~~ brains in the presence of
* ** *x external CI~ or glutamate. (a,b) Acidification of

synaptic vesicles from wild-type and Clcn3~- mice
at the age of 3 weeks in the presence of 100 mM
KCI (a) or 4 mM KCI + 10 mM potassium
glutamate (KGlu) (b) measured under standard
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L — &___‘f SU et e Clen3- and Vglut1™- mice compared with wild
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Notably, the loss of CIC-3 is accompanied by a decrease of the
VGLUT1 content in synaptic vesicle fractions and of glutamate uptake
into synaptic vesicles'®, presumably as a result of neurodegeneration,
including the complete loss of hippocampus. VGLUT], in turn, has
been shown to induce a CI~ conductance when heterologously
expressed, which can be inhibited by glutamate®. This is a strong
indication for a ClI~ conductance in the transporter itself. These
observations cast doubts on whether the observed partial reduction
in Cl--dependent acidification in synaptic vesicles from Clcn3~- brains
is caused by the loss of CIC-3, but suggest that it is an indirect effect
linked to the reduction of VGLUTI. In view of the biphasic dependence
of glutamate transport on extravesicular ClI™ and the indications for
direct binding of CI~ (ref. 16), there is a clear need to elucidate the
contribution of VGLUTI in this context and to unmask the molecular
identity of the CI~ translocator on synaptic vesicles to gain a correct
understanding of glutamate loading.

RESULTS

Impaired synaptic vesicle acidification in Vglutl mice

To clarify the contribution of either CIC-3 or VGLUT1 on the anion
conductance of synaptic vesicles, we prepared synaptic vesicle fractions
from the brains of mice lacking CIC-3 or VGLUT1 (refs. 25,26) and
analyzed ATP-dependent acidification using acridine orange fluores-
cence quenching (see Methods) (Fig. 1). The previous investigation of
synaptic vesicle fractions from Clen3™" mice was carried out with
material obtained from adult mice after severe neurodegeneration had
affected the brain, including the complete loss of the hippocampus!®.
To rule out possible bias resulting from neurodegeneration, we sought
to isolate vesicles from Clcn3™~ brains before the onset of degeneration
at the age of 3 weeks. In contrast with the former data from adult
brains, we did not detect any signs of reduction of either Cl™- or
glutamate-dependent acidification in knockout samples (Fig. 1a,b,g).
Notably, we did not detect a reduction in the VGLUT1 content (Fig. 1h
and Supplementary Fig. 1 online), which also differed from previously
published data. Furthermore, we estimated the copy number of CIC-3
per vesicle to be approximately 0.001 CIC-3 per synaptic vesicle (only
every 2,000% synaptic vesicle may thus bear a functional dimer),
making a contribution of CIC-3 as a CI” translocator on bulk synaptic
vesicles very unlikely (Supplementary Fig. 2 online).

In contrast, synaptic vesicle fractions from Vglut1™~ (also known as

Slc17a7) mice showed a strong reduction in both CI™- and glutamate-
dependent acidification at the age of 3 (Fig. 1c,d,g) and 8 weeks
(Fig. le-g). There were no major changes in the expression levels of
relevant synaptic proteins; in particular, there was no reduction on the
CIC-3 content (Fig. 1h and Supplementary Fig. 1). The remaining
acidification in the Vglutl™~ samples can be well explained with the
fractional content of synaptic vesicles that are positive for VGLUT2 and
the vesicular inhibitory amino acid transporter (VIAAT), which pre-
sumably also bear a Cl™-translocating factor?”%. Taken together, the
comparison of the two knockout strains favored the idea that VGLUT1
is serving as a Cl~ shunt on a major fraction of synaptic vesicles
(approximately 65%)%.

Purified VGLUT1 shows a CI- conductance

To verify that the CI” conductance is indeed an intrinsic property of
VGLUTI, we attempted to purify the transporter (Fig. 2). We were able
to obtain a pure preparation of recombinant rat VGLUTI from tsA201
cells (see Methods; Fig. 2a). The transporter was efficiently reconsti-
tuted into membranes, eluted as a single peak without signs of
aggregation in analytical gel filtration (data not shown) and showed
biological activity as described below. We used a bacterial ATP synthase
(TFoF,)?° (Fig. 2a) to energize reconstituted liposomes, which acidified
in symmetric potassium gluconate solution only when free counter-ion
movement was made possible by addition of the K* ionophore
valinomycin (VAL; Fig. 2b). The electrogenic properties of this TFoF,
preparation resemble the V-ATPase? and are therefore suitable for
examining the conductance in VGLUT1. Co-reconstitution of VGLUT1
and TFF; into liposomes revealed a conductance for CI~ in VGLUT1
(Fig. 2d,e), as evident from acidification, but not for a bulky anion such
as gluconate or a cation such as K* (Fig. 2d,e). Similar results were seen
when we replaced internal gluconate with acetate or CI~ (data not
shown). Control liposomes bearing only TFoF; did not acidify when
external CI™ was present (Fig. 2c,e).

When we reconstituted increasing amounts of VGLUT1 and mea-
sured the acidification depending on Cl™and in CI"-free medium by the
addition of VAL (Fig. 2f), we found that reconstitution of VGLUT1 did
not affect the properties of the liposomes, except for the introduced
CI” conductance. We further ruled out major contaminations as a
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source of the observations to verify that the Cl~ conductance arose from
VGLUT1 by removing the transporter from the liposome premix with
an affinity purified antibody (Supplementary Fig. 3 online).

Intravesicular CI- strongly increases glutamate uptake
Having verified that VGLUT1 is responsible for both glutamate
transport and CI™ permeability in liposomes and synaptic vesicles, we
attempted to test in detail how the CI~ conductance in VGLUT1
influences glutamate transport. To date, only the effects of extravesi-
cular CI” could be investigated using native vesicles and those of
intravesicular CI~ have never been examined experimentally, to the
best of our knowledge. However, synaptic vesicles engulf extracellular
fluid during endocytosis and should therefore be filled with ~ 130 mM
NaCl. Thus, we preloaded liposomes with 100 mM KCl or 100 mM
potassium gluconate and measured glutamate uptake in the presence of
4 mM external CI, which is known to be optimal for uptake!>!7 (see
Fig. 3a for an illustration of Cl~ and gluconate distributions). Notably,
the ATP-dependent uptake of glutamate was strongly enhanced in the
presence of luminal CI~ compared with impermeable gluconate
approximately threefold (Fig. 3b).

A time course of glutamate uptake indicated an increased velocity as
well as a higher loading capacity (Fig. 3¢). The uptake kinetics revealed

Figure 2 Purified VGLUT1 shows a CI- conductance. (a) Coomassie blue
staining of recombinant rVGLUTL (18 pg, 10% SDS-PAGE, left) and TF,F,
(10 ug, 15% SDS-PAGE, right). (b) Electrogenic properties of reconstituted
TFoFy (5 pg). Efficient proton coupling appeared only in the presence of
the K*-ionophore VAL as measured by fluorescence quenching of acridine
orange. Representative traces are shown. The sketch below illustrates

ion movements. TFgF; is represented by black filled circles and VAL by an
open circle. The strength of AW is symbolized by + and low pH by H*.

(e) Acidification in control liposomes containing only TFoF; in the presence
of gluconate (dashed line) or CI~ (solid line). (d) Acidification in liposomes
co-reconstituted with TFgF; and VGLUT1 in the presence of external
gluconate (dashed line) or CI- (solid line). Sketches are labeled as in b.
The gray circle symbolizes VGLUT1. (e) Quantitative summary of the traces
in ¢ and d normalized to the acidification of TFgF; liposomes in symmetric
potassium gluconate buffer (control). Data were analyzed with two-tailed
paired (** P < 0.001) and two-tailed unpaired t-tests (* P > 0.3,

*¥¥% P < 0.005). (f) CI- influx was VGLUT1 dose dependent, as shown by
increasing concentrations of VGLUT1. The VAL-dependent acidification
(single measurements) was not affected. Values are normalized to the
mean acidification of TFgF-liposomes without VGLUT1 in the presence

of 100 mM external KCI (filled squares) or 100 mM symmetric potassium
gluconate buffer containing VAL (open circles). All scale bars represent
500 AU and 120 s. Data were quantified as described in Methods. Error
bars represent s.d.

a substantial increase in vy, (3.3-fold), whereas the affinities
measured for both gluconate- and Cl-loaded liposomes differed
only slightly and approximated previously reported values (Ky
~1-2 mM!%0; Fig, 3d.e).

External CI- modulates glutamate uptake into liposomes

To investigate whether the biphasic dependence of glutamate transport
on extravesicular Cl™ is preserved in our minimal system and can be
explained by the conductance in VGLUTI, we measured glutamate
uptake in the presence of different external Cl~ concentrations for both
of the tested internal anions (Fig. 4a—). Notably, the dependence on
external CI” for gluconate-loaded liposomes resembled the pattern that
was observed for isolated synaptic vesicles!»7, where the uptake was
very low in the absence of external CI~, was enhanced by low millimolar
CI~ (~ 6-fold) and was attenuated by rising external CI~ concentrations
(Fig. 4b,c). CI"-loaded liposomes also showed enhanced uptake at low
millimolar concentrations of CI-, albeit weaker ( ~ 1.2-fold) than that
observed for gluconate-loaded liposomes, and uptake was attenuated
by rising external Cl~ concentrations in a similar manner (Fig. 4b,c). In
the absence of external CIY, however, the uptake by Cl -loaded
liposomes was about tenfold higher than that of gluconate-loaded
liposomes ([Cl"] oy = 0; Fig. 4b,c).

For all the conditions tested, we essentially observed a higher uptake
for the Cl™-loaded liposomes than for the gluconate-loaded liposomes,
but this was most obvious under conditions with high A¥. For uptake
with close to physiologically relevant concentrations of glutamate
(5 mM), the difference in uptake between the two tested anions was
even bigger (Fig. 4¢c).

Intravesicular CI- facilitates A'P-driven glutamate uptake

To evaluate the role of protons in the transport process, we used the
K*/H" exchanger nigericin (NIG), which selectively dissipates ApH.
This allowed us to estimate the relative contributions of either A'¥ or
ApH on the net uptake of glutamate into liposomes (Fig, 4b,c). The
NIG-resistant uptake, driven by A'¥, was much larger if the liposomes
were loaded with CI~, maximal in the absence of external CI~ and
gradually decreased with raising external Cl~ concentrations. In con-
trast, the transport driven by A¥ into gluconate-loaded liposomes was
very low, although minimal uptake at low millimolar concentrations of
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external CI™ remained. Clearly, AW-driven transport of glutamate is
only possible when CI” is present in the lumen. Uptake for gluconate-
loaded liposomes appeared to be entirely fueled by ApH, indicating an
H*/glutamate antiport. It should be noted that this component is also
present in Cl™-loaded liposomes and contributes to the total uptake. An
additional conclusion that can be drawn from the effect of NIG is that
high external CI~ concentrations do not necessarily reduce uptake by
imposing a larger ApH, as this component must be negligible in the
presence of the ionophore. This can be seen for Cl™-loaded lipo-
somes (Fig. 4b,c) and indicates competition of CI” with glutamate
for entering the lumen.

We further characterized the uptake of Cl™-loaded liposomes in the
absence of external ClI~, which demonstrated its marked dependence on
the membrane potential. Dissipation of AW by application of VAL
abolished the transport (Fig. 4d). The transport was consequently
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Figure 3 Enhancement of glutamate transport into liposomes by high
luminal CI~ concentrations. (a) Sketch showing the internal and external
concentrations of CI~and gluconate of liposomes used for experiments in
this figure in mM. (b) Glutamate uptake (12 min) into liposomes preloaded
with potassium gluconate (black) and KCI (gray) under standard conditions
(see Methods) with or without the addition of ATP. Uptake into liposomes
lacking VGLUT1 is shown in open bars. * P < 0.01, ** P < 0.05 and

*** P = 0.053 (two-tailed unpaired t tests). (¢) Time course of glutamate
uptake into liposomes preloaded with potassium gluconate (squares) and KCI
(circles) under standard conditions. Uptake into liposomes lacking VGLUTL is
shown in the traces with dashed lines (single measurements). (d) Kinetics of
glutamate uptake under standard conditions with liposomes preloaded with
KCI (solid line) and potassium gluconate (dashed line), respectively. Data
were taken after 15 min uptake with varying concentrations of nonlabeled
glutamate. (e) Eadie-Hofstee plot of the data in d. Ky (mM) and vmax (nmol
glutamate per mg VGLUT1 per min) were 1.36 + 0.19 and 23.41 = 3.32 for
gluconate-loaded liposomes and 1.86 + 0.03 (P < 0.05) and 76.89 + 1.7
(P < 0.0005) for Cl™-loaded liposomes, respectively (independent two-tailed
t tests). Error bars represent s.d.

strongly reduced by dissipation of ApH* (NIG + VAL and carbonyl
cyanide p-(trifluoromethoxy)phenylhydrazone (FCCP); Fig. 4d). We
observed a strict dependence on the actual internal CI~ concentration
(Fig. 4e), which indicates that CI” is a substrate during the transport.
Alternatively, the inside positive membrane potential generated by
leaking CI~ through VGLUT1 could also contribute to the driving
force. It might explain the slightly elevated uptake in the absence
of ATP when compared with gluconate-loaded liposomes (Fig. 3b),
but generation of A¥ by TE(F,; is essential, probably by inducing
conformational changes in the transporter that are necessary for
substrate translocation.

Uptake was inhibited by 1 pM Evan’s Blue, a known inhibitor of
vesicular glutamate transport®), by approximately 60% (Fig. 4f), but
Cl-dependent acidification was not affected at the same concentration
(Fig. 4g). This supports the view of two independent binding sites for
glutamate and CI~ on the transporter’®, but it does not exclude a
possible overlap.

In summary, liposomes preloaded with either gluconate or
ClI~ clearly showed distinct biophysical characteristics. Therefore,

Figure 4 Dependence of glutamate transport on a b 40uM glutamate [ 5mM gltamate
extravesicular CI~- and contribution of ApH and 140 -e-Cl, L 140 -e-cC,
AW on the total uptake. (a) Sketch showing the 0us0 12040 0~ Oy, +NIG £ 120 O~ O, +NIG
internal and external concentrations of CI- and o 8 100 "\ ~8-Glucy, g —&-Gluey,

: X N 5 -1 Gluc, +NIG 5 100 -{F- Gluc—, , +NIG
gluconate of liposomes used for experiments in b ;,e | v @ o L
and ¢ in mM. (b,c) Glutamate uptake (30 min) s 1 3 %1%
into liposomes containing potassium gluconate g 60 “’g‘ 60 NS ~—e
(squares) and KClI (circles) under varying external 055|_0 2 40 2 40 oo .
CI- concentrations in the absence (solid lines) and . £ L] f\—o—\‘q
presence of NIG (dashed lines). Uptake with o a2 e -0
either 40 uM glutamate (b) or 5 mM glutamate 0= 0- [P —
(¢) was assayed. The data were normalized to a (G, (M)
control (100 mM ClI 5, 0 mM Cl4y, no NIG).
(d) Glutamate uptake in the presence of different d e f g
ionophores (see Methods). The data were 2 100 ” 120 4 oy
normalized to a control (transport without any g = 100 4 L G 5 100 ] —_—— —‘
additives). (e) Glutamate uptake under varying 5 801 £ . L g £
internal CI~ concentrations without external CI~. % 60 g -7 = 801 :_3 80
Data in the presence of 100 mM internal CI~ were iﬁ COIV 2 604 R 2 e
taken as 100%. () Effect of 1 M Evan's Blue ¥ g K g o0 g 0
(EB) on glutamate transport (100 mM ClI~,, 0 mM g g 404 N 5 40l
Cl~oyy) after 30 min uptake. (g) Effect of 1 pM EB g 20 2 ) o 2 3
on the acidification of liposomes. Data in f and g © ,§ 20140 o § 20 < 201
was analyzed with two-tailed paired ¢ tests 0T C oo s 2ol . e N
(* P < 0.001, ** P > 0.5). Error bars N o < 0 50 100 Control EB Control EB
represent s.d. ~ (G, (mM)
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slight differences in the volume of liposomes formed in potassium
gluconate— or KCl-based buffers are very unlikely to explain our
observations (Supplementary Fig. 4 online).

DISCUSSION

Departing from uncertainties and unresolved issues concerning the Cl-
conductance on synaptic vesicles, we found clear indications that
VGLUT1 (and probably VGLUT?2 as well) underlies the CI~ conduc-
tance of a major fraction of synaptic vesicles by analyzing the acidifica-
tion in synaptic vesicles of mice lacking this transporter. We further
validated this conductance in a reconstituted system of minimal
complexity. As the conductance and the glutamate transport activity
arise from the same protein, all further experiments can be interpreted
with this in mind. Notably, we observed a biphasic dependence of
uptake on the extravesicular ClI” concentration in our reconstituted
system, which strongly indicates that previous observations on synaptic
vesicles are also based on only two components, the V-ATPase and
VGLUT. This makes an additional CI~ channel for VGLUT-positive
vesicles obsolete, although we cannot exclude its existence with
certainty (VGLUT1/2-positive synaptic vesicles comprise ~80% of
all synaptic vesicles?®). However, the most important finding is
represented by the strong enhancement of glutamate transport by
luminal CI, a condition that was experimentally inaccessible before
reconstitution of purified components.

In summary, our observations allow for a number of conclusions
about the glutamate-loading mechanism of synaptic vesicles. First,
VGLUT!1 efficiently transports glutamate solely driven by AW, but to do
so a charge-compensating exchange with a luminal anion is necessary.
Cl~ serves this role and the CI~ permeation pathway is provided by
VGLUT1 itself (Supplementary Fig. 5 online). If a permeable internal
anion is missing, the AW-driven transport is extremely low. Second,
when external CI” is present, part of the transport will depend on
ApH and therefore be sensitive to NIG (Fig. 4b,c and Supplementary
Fig. 5). Again, this can be attributed to the ClI~ conductance in
VGLUTI, as only VGLUTI can provide a shunting current that
would lead to an increase of ApH in our reconstituted system.
Apparently, VGLUT1 can operate also as an H*/glutamate exchanger
and, if no permeable anion is present on the luminal side, will transport
glutamate almost entirely in this fashion, as the remaining NIG-
insensitive component was very small (Fig. 4b,c). Finally, low
millimolar concentrations of extravesicular CI- do not activate
transport by regulatory binding to VGLUTI, contrary to previous
interpretations'®323%, When the ApH component was abolished
by NIG, glutamate uptake was reduced also at low extravesicular
CI” concentrations (Fig. 4b,c). This effect was stronger when glutamate
concentrations were low, pointing to the competitive character
of CI~. Consequently, high external CI- concentrations reduce
the uptake further, as CI” is competing with glutamate for A¥-
driven entry and/or occupies the transporter in a certain conforma-
tional state.

Because synaptic vesicles are loaded with ~ 100 mM glutamate®, it
appears more likely that the bigger portion of the uptake in synaptic
vesicles is driven by A, as the H*/glutamate exchange is restricted by
osmotic barriers and would require swelling of synaptic vesicles.
Storage of glutamate as a free acid in synaptic vesicles would result in
avery low pH of 3-3.5, over two pH units lower than reported values®3,
and the luminal osmolality would reach values of 400-500 mOsm,
which are unlikely to persist in synaptic vesicles. The only way to evade
this physical barrier is the efflux of other osmolytes, as there is no
evidence for a transmitter-storing matrix in glutamate-filled synaptic
vesicles™®. In a scenario where Cl is extruded in parallel with glutamate

uptake (Supplementary Fig. 5), the transmitter would be stored
mainly as sodium glutamate, thus overcoming the drop of pH,
insolubility and osmotic imbalance, as proposed earlier®®. It also
explains why the uptake that is usually assayed in isolated synaptic
vesicles under maximal AY is very low and resembles the uptake that
we observed in gluconate-loaded liposomes. Isolated synaptic vesicles
must have lost most of the luminal ClI~ during the glutamate loading
process (Supplementary Fig. 5).

Indications for the exchange of CI™ and glutamate have also been
obtained with native vesicles, which led to the proposal of an antiporter
model’®. When synaptic vesicles were preloaded with glutamate and
ApH was clamped, application of Cl” in relatively high concentrations
to the assay medium induced efflux of glutamate. Our data are largely
compatible with this model. However, VGLUT!1 translocates CI~ even
in the absence of glutamate and ApH can also be used for the uptake.
Currently, we cannot clearly distinguish whether influx and efflux of
CI” are mediated by the same mechanism in VGLUT1.

Some recent experiments aimed to influence the glutamate content
of synaptic vesicles by raising the cytosolic Cl~ concentration above
normal levels?”38, as this could be predicted by the long-known
biphasic dependence on extravesicular CI~ (refs. 11,17). On the basis
of our data, however, we would expect a net influx of HCl into synaptic
vesicles rather than a glutamate efflux from already charged vesicles.
Future investigations might resolve some of these issues in more detail,
but must also confirm turnover of synaptic vesicles to see changes in the
dynamics of vesicle loading.

VGLUTs have been proposed to be involved in the determination
and regulation of quantal size”°. This has been mainly addressed to
their copy number’®*41 or to changes in vesicle size®® and critically
depends on the filling model applied for synaptic vesicles’. The
transport mode described here is therefore an important factor to
consider in this context. Although we cannot provide experimental
evidence for it, the CI” content of freshly endocytosed synaptic vesicles
would be a major determinant for the total glutamate load. If the
extracellular CI concentration is the limiting factor, the size of quanta
in these terminals can be expected to be very stable. In addition, the
reloading kinetics of synaptic vesicles with glutamate should be closely
linked to the initial intravesicular CI~ concentration just after endo-
cytosis. Because the loading of synaptic vesicles with glutamate is
potentially a limiting step in neurotransmission when rapidly recycling
synaptic vesides are involved, the utilization of intravesicular CI- in the
translocation process could be a means to ensure fast reloading and
therefore stable quantal size during prolonged high release rates.
However, this assumption has to be confirmed experimentally; for
example, by replacing extracellular CI~ with an impermeable anion
under conditions that ensure turnover of synaptic vesicles in all poolsin
the necessary dimensions.

METHODS

Synaptic vesicle preparations. Crude synaptic vesicle fractions (LP2) were
isolated as described®?, adjusted to 2.5 mg of protein per ml and stored at
-80 °C. Acidification was measured with 20-60 pg LP2 by acridine orange
quenching in 1 ml of assay buffer (0.3 M sucrose, 4 mM MgSOy, 2 uM acridine
orange, 10 mM MOPS, pH 7.3) in a Hitachi F2500 fluorometer (excitation,
492 nm, emission, 530 nm) at 32 °C. ATP (4 mM) and FCCP (40 pM) were
added as indicated. For Cl-dependent acidification, KCl was added to final
concentrations of 100 mM, and for glutamate-dependent acidification, KCl and
potassium glutamate were added to reach 4 mM and 10 mM, respectively.
Measurements were quantified by taking the difference in fluorescence 10 s
after ATP mixing and 10 s before FCCP addition. Traces were normalized to
the fluorescence at t = 0. The rapid increase of acridine orange-fluorescence
caused by the addition of ATP was subtracted. LP2 fractions were obtained
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from 5-12 mice. In one preparation, equal numbers of animals were used, and
two independent preparations for each developmental stage were made to
verify the observations.

Antibodies. The rabbit polyclonal antisera to VGLUT1, VGLUT2, VIAAT,
V-ATPase a-subunit (pp116) and GFP that we used were a kind gift from
R. Jahn (Max-Planck-Institute for Biophysical Chemistry) and are commer-
cially available from Synaptic Systems GmbH. VGLUT]1, VGLUT2 and VIAAT
antibodies were affinity purified with the corresponding antigens. Synaptophy-
sin was detected with the mouse monoclonal antibody Cl 7.2 (Synaptic
Systems) and also donated by R. Jahn. Guinea pig antibody to VGLUT1
(ref. 43) was a kind gift of T. Kaneko (University of Kyoto). The affinity-
purified rabbit polyclonal antibody-to rCIC-3 came from Alomone Labs.

DNA constructs. The entire open reading frame of rat VGLUT1 was cloned
into pcDNA3.1 (Invitrogen), N-terminally connected to the streptavidin
binding—peptide tag by a TEV-linker. The streptavidin binding—peptide tag
was amplified by PCR from the plasmid pTAG2K*.. The 5"-UTR of human
VEGF (PCR amplified from pcDNA4-Hismax, Invitrogen) was positioned
upstream of the start codon. Rat VGLUT1 and hCIC3 (a kind gift of
T.J. Jentsch, Leibniz-Institut), C-terminally fused to Venus (a kind gift of
A. Miyawaki, BSI-RIKEN) and EGFP (Clontech), respectively, were cloned into
pcDNA3.1. All constructs were verified by Sanger sequencing.

Protein purification. VGLUT! was heterologously expressed in tsA201 ceils
and purified in a single step with streptavidin beads. The cells were grown in
DMEM with 4.5 g I'! glucose, supplemented with 2 mM r-glutamine, 1 mM
sodium pyruvate, 50 U ml™! penicillin, 50 pg ml™! streptomycin (all from
Sigma) and 10% FBS (vol/vol) under 5% CO,. For expression, typically 100
10-cm dishes of cells at 60-70% confluency were transfected with 2 mg of
plasmid DNA (Maxi Prep, Macherey-Nagel) by the caldum-phosphate
method®. After overnight transfection with CO, set to 2.8%, the medium
was changed and expression was continued for 24 h under 5% CO,, until the
cells were harvested by centrifugation. The pellets were resuspended in 80 ml of
ice-cold Buffer A (300 mM KCL, 40 mM Tris-Cl and 2 mM EDTA, pH 7.5).
Cells were lysed after addition of B-mercaptoethanol (5 mM final), PMSF
(1 mM final) and solid n-dodecyl-B-p-maltopyranoside (DDM) (2% wt/vol
final) at 4 °C for 30 min under stirring. The lysate was cleared for 20 min by
centrifugation (300,000 g, 4 °C). After additional ultrafiltration, the clear
supernatant was incubated in batch with ~1 ml of streptavidin beads
(UltraLink, Pierce) for 3 h at 4 °C. The beads were washed with 20 bed
volumes of ice-cold Buffer A supplemented with 5 mM B-mercaptoethanol and
0.08% DDM (wt/vol). For elution, 1 ml of elution buffer (100 mM KCI, 13 mM
Tris-Cl, 0.6 mM EDTA, 2 mM (+)-biotin, 5 mM B-mercaptoethanol and 0.04%
DDM (wt/vol), pH 7.4) was incubated with the beads for 10 min on ice for five
cycles. The supernatants were pooled and concentrated with Amicon Spin
concentrators {50-kDa cutoff, Millipore) to approximately 1 mg ml™! VGLUT!
and 1% DDM. Purified VGLUT1 was frozen in liquid nitrogen and stored at
—80 °C. We regularly obtained yields of 200400 pg VGLUTL.

His-tagged ATP synthase holoenzyme (TF(F;) from the thermophilic
Bacillus sp. PS3 was constitutively expressed in E. coli DK8 (native unc operon
deleted) from the plasmid pTR19ASDS?. Cells were grown to an ODgqq of
1.5-2 in the presence of 100 pg of ampicillin per ml in 2 1 TB medium. After
harvesting by centrifugation, the pellet was resuspended in 50 mM Tris-Cl,
0.5 mM EDTA and 1 mg ml™! lysozyme at pH 8.0, and incubated at 37 °C for
1 h. After the addition of MgCl, (5 mM final), the suspension was sonicated for
2 min on ice. DNase I, Na,SO, and sodium cholate were added to reach final
concentrations of 1 pg mi™), 250 mM and 0.7% (wt/vol), respectively. The
suspension was stirred for 20 min at 25 °C and centrifuged at 20,000 gat 4 °C.
The washed pellet was resuspended in Buffer C (100 mM KCl, 20 mM
imidazole, 5 mM MgCl, and 1% DDM (wt/vol), pH 7.6), stirred at 25 °C
for 45 min and centrifuged with 20,000 g at 4 °C. The supernatant was batch
incubated with Talon beads (Clontech) for 2 h at 25 °C and washed with ten
column volumes of Buffer C, but with DDM reduced to 0.08% (wt/vol).
Elution of the protein complex was achieved with 250 mM imidazole, 50 mM
KCl, 5 mM MgCl, and 0.05% DDM (wt/vol), which was then dialyzed at 25 °C
against 20 mM NaCl, 20 mM HEPES and 5 mM MgCl,, pH 7.5. The sample
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was concentrated using a MonoQ column and subsequently eluted from a
Superdex 200 column using an AKTA System (GE) in 100 mM KCl, 10 mM
HEPES, 5 mM MgCl, and 0.05% DDM (wt/vol), pH 7.4. Yields of 10 mg were
obtained and TFyF; was stable at 4 °C for several weeks.

Proteoliposomes. For reconstitution, soybean phospholipids (type I from
Sigma, 40 mg ml™ in 7% n-octyl-B-p-glucopyranoside) were mixed with
cholesterol (Wako, 5 mg ml? in 7% n-octyl-B-p-glucopyranoside) to a
cholesterol content of ~25% (mol/mol) and proteins were subsequently
added. Lipids and proteins were mixed at a ratio (wt/wt) of ~50 for TFsF;
and ~25 for VGLUT]. A final lipid concentration of 2.5 mg ml™! was kept by
adjusting with buffer. When VGLUT1 was omitted, the corresponding elution
buffer containing 1% DDM was added instead. Liposomes were formed by
dialysis in 5 mM MOPS (pH 7.3) containing 2 mM MgSO, and either 100 mM
potassium gluconate or 100 mM KCl at 4 °C for 12 h. Intermediate Cl~
concentrations were achieved by mixing potassium gluconate— and KCl-based
buffers accordingly. After dialysis, DDM was complexed by addition of solid
2,6-di-O-methyl-B-cyclodextrin (Wako) in twofold molar excess*s. For the
acidification assay, we typically suspended 50 pl of liposomes (125 pg lipids,
2.5 pg TFoF; and 5 pg VGLUT!) in 1 ml of assay buffer (100 mM potassium
gluconate, 2 mM MgSO, and 5 mM MOPS, pH 7.3). Acridine orange, ATP and
FCCP were added and data were recorded as described for synaptic vesicles. KCl
(100 mM final) was included where indicated. VAL was added where indicated
to a final concentration of 5 nM. The data were quantified as described for
synaptic vesicles.

Glutamate uptake. 1-2 ml liposome suspension was applied to gel filtration
onto Sephadex-25 columns (10-20-ml bed volume) to exchange the external
anion as indicated. The standard uptake was measured at 32 °C with final
concentrations of 4 mM ATP, 40 uM potassium glutamate, 10 mM potassium
aspartate, 4 mM KCl and 2 pCi [*H] -glutamic acid (GE) per data point (if not
indicated differently in the figure legends) by addition of liposomes to a 10x
reaction mixture. The reaction was stopped by flushing aliquots of 200600 pl
into 4 ml of ice-cold uptake buffer (100 mM potassium gluconate, 2 mM
MgSOy4 and 5 mM MOPS, pH 7.3). The liposomes were then filtered through
nitrocellulose membranes and washed three times with 4 ml of uptake buffer,
and trapped radioactivity was counted by liquid scintillation. NIG, VAL and
FCCP were included into the 10x reaction mixture where indicated to get final
concentrations of 200 nM, 100 nM and 20 pM, respectively. Typically,
10-20 pg of reconstituted VGLUT1 were assayed per data point.

Electron microscopy. For negative staining, a solution containing liposomes
was applied on a glow-discharged collodion-coated nickel grid, fixed with 4%
paraformaldehyde and 0.5% glutaraldehyde in phosphate buffer (pH 7.4). The
grids were washed with phosphate buffer and water and stained with 1.5%
uranyl acetate (wt/vol). Grids were observed and imaged in a Hitachi H-7100
electron microscope at 75 kV.

Data analysis and miscellaneous procedures. All data in this study, including
trace recordings, represent mean values of triplicate measurements, unless
indicated differently in the figure legends. Confidence was assessed by either
two-tailed unpaired or paired Student’s ¢ tests between datasets where indicated
in the figure legends. Protein concentrations were measured with the BCA assay
(Pierce). Purity of proteins was evaluated by SDS-PAGE and Coomassie blue
staining. Mice were genotyped by PCR as described®>%. To compare protein
levels in wild-type and mutant brain samples, equal amounts of protein were
applied to SDS-PAGE gels and transferred on PVDF-membranes by standard
procedures. Proteins were detected with corresponding primary antibodies and
HRP-conjugated secondary antibodies (BioRad) using ECL (Perkin Elmer) and
ChemidocXRS-] (BioRad). The resulting data were analyzed with Quantity
One Software (BioRad). Mouse experiments followed protocols approved
by the Institutional Animal Care and Use Committee of Tokyo Medical and
Dental University.

Note: Supplementary information is available on the Nature Neuroscience website.
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Unique Luminal Localization of VGAT-C Terminus Allows
for Selective Labeling of Active Cortical GABAergic Synapses

Henrik Martens,! Matthew C. Weston, Jean-Luc Boulland,* Mads Granborg,* Jens Grosche,>¢ Johannes Kacza,”
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Neurotransmitter uptake into synaptic vesicles is mediated by vesicular neurotransmitter transporters. Although these transporters
belong to different families, they all are thought to share a common overall topology with an even number of transmembrane domains.
Using epitope-specific antibodies and mass spectrometry we show that the vesicular GABA transporter (VGAT) possesses an uneven
number of transmembrane domains, with the N terminus facing the cytoplasm and the C terminus residing in the synaptic vesicle lumen.
Antibodies recognizing the C terminus of VGAT (anti-VGAT-C) selectively label GABAergic nerve terminals of live cultured hippocampal
and striatal neurons as confirmed by immunocytochemistry and patch-clamp electrophysiology. Injection of fluerochromated anti-
VGAT-C into the hippocampus of mice results in specific labeling of GABAergic synapses in vivo. Overall, our data open the possibility of
studying novel GABA release sites, characterizing inhibitory vesicle trafficking, and establishing their contribution to inhibitory neuro-

transmission at identified GABAergic synapses.

Key words: endocytosis; fluorescence detection; synaptic plasticity; vesicular GABA transporter; live cell imaging; synaptic vesicle

Introduction
Quantal release of neurotransmitters, concentrated in synaptic
vesicles {SVs) (Sudhof, 2004) undergoing activity-dependent
exocytosis at synaptic active zones (Schoch and Gundelfinger,
2006), subserves neuronal communication at every synapse. Re-
lease of a neurotransmiitter from SVs requires either a complete
SV fusion and subsequent endocytosis recovering the vesicle
membrane (Jahn, 1999), or a “kiss-and-run” mechanism with a
transiently open SV fusion pore allowing neurotransmitter re-
lease into the synaptic cleft (Klingauf et al.,, 1998).

Vesicular neurotransmitter transporters {VNTs) shuttle neu-
rotransmitters from the cytosol into SVs (Gasnier, 2000;
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Chaudhry et al., 2008a). VNTs, including those of glutamate
(VGluT1-3) (Takamori, 2006), acetylcholine (VAChT) (Erick-
son et al., 1996a), monoamines (VMATSs) (Erickson et al. 1996b;
Liu and Edwards, 1997), and glycine/GABA (VGAT/VIAAT)
(Chaudhry et al. 1998) exhibit characteristic substrate specifici-
ties and are often used as phenotypic neuronal markers (Taka-
mori et al. 2000). Understanding the correct structure of VNTs is
imperative to deduce their functional domains, to define their
physicochemical properties, and to identify their domains tran-
siently exposed on the plasmalemmal surface during SV fusion.
Our knowledge on the transmembrane topology of VNTs is
largely based on computer predictions, which propose cytosolic
localization for both the N and C termini of all VNTs and an even
number (6—12) of transmembrane domains (Mcintire et al,,
1997; Masson et al., 1999). Experimental data on VGAT partly
support the model predictions by showing that GABAergic SVs
can be selectively immunoisolated with antibodies raised against
its cytosolic N-terminus extremity (Takamori et al,, 2000).

To further resolve the transmembrane topology of VGAT we
applied limited proteolysis, a method successfully used to map
the topologies of other SV proteins (synaptophysin, synapto-
gyrin, synaptotagmin-1 {Syt1]). Accordingly, luminal epitopes,
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