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Table 7 Incentive-compatibility analysis for SA-Q

v Degree of exaggeration

Reference 75% 50% 25% 12.5%
28 0.9875 1.0061 - - -
3.1 0.9903 1.0107 - - -
4.0 0.9904 1.2708 1.4464 1.5071 -
43 0.9882 0.9662 1.0042 0.9727 0.9981
4.6 1.0015 1.0037 0.9858 0.9866 0.9974
59 1.0042 1.0107 1.0010 0.9840 1.0040

Table 8 Incentive-compatibility analysis for MWIS-Q

¥ Degree of exaggeration

Reference 75% 50% 25% 12.5%
28 1.0022 0.9656 - - -
31 0.9783 0.9777 - - -
4.0 1.0035 1.0051 - - -
4.3 0.9763 1.1459 1.4785 1.3523 1.1614
4.6 0.9882 0.9463 0.9991 0.9672 0.9968
59 1.0091 1.0145 1.0054 0.9544 1.0139

gain is achieved for 50% degree of exaggeration, and further narrowing of the exaggerated
bid set makes the gain for the insincere agent decrease, but it does not make negotiations fail.
This is an effect of the higher correlation in the MWIS-Q selected scenario (v = 4.3), which
makes deal probability higher. Finally, we can observe that exaggeration of the 75% of the
bids has no significant effect, since most agent bids are included in the exaggerated set in this
case. From these results we can conclude that there are incentives for the agents to behave
insincerely in those scenarios, and therefore additional mechanisms should be introduced in
the model to make it incentive-compatible.

6.3 Incentivizing sincere behavior in the auction-based negotiation protocol

As we have seen, the proposed model is prone to manipulations by means of exaggerations
made by the agents, and there is an incentive for agents to behave insincerely. This is an
undesirable property in a negotiation model, and may lead to further stability problems.
Therefore, we seek for mechanisms which counter this effect, incentivizing sincere revela-
tion of information. A possibility to achieve this is to normalize the utility values assigned
by the agents to their bids, thus lowering the absolute differences in utility. We propose three
different possibilities regarding utility normalization:

—  Normalization to maximum utility : obtained by dividing each agent’s bid utility by the
maximurm utility value issued by that agent:
u (bi)

b)) = ——8 .
up ( l) maxbjeB " (bj)

©

Using this normalization mechanism we can avoid the manipulation of the final deal
by exaggerating upwards the utility values of the preferred offers. It does not prevent,
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Fig. 12 Detail of the incentive-compatibility analysis for the most critical scenarios. a SA-Q ¥ = 4.0,
bMWIS-Q y =4.3

however, downward exaggerations, that is, to assign an extremely low value to the bids
which are less profitable for the agent.

~  Bounded maximum-minimum normalization: Attempts to prevent the manipulation of
the negotiation model through upwards or backwards exaggerations. It is given by the
expression

u (b;) — umi
up (i) = u;nin + u( I)_ n‘fm (u:nax - u:-nin) ’ M
max — Wmin
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Where umax = maxpep (b5} > min = mingep U (b;) and u,;, and u/, ,, are parame-
ters chosen by the mediator. In this way, a utility mapping from the interval [#min, ¥max]

to the interval [u:nm, u;nax] is performed for all bids, putting an upper bound %;)m to the
ratio between the utilities of an agent’s bids. -

—  Ordinal normalization: obtained by ordering the different bids of an agent according
to their utility or quality factor, and mapping this order to a monotonically increasing
succession of utility values, regardless of the original utility values. For instance, if B
is the set of bids for an agent, in ascendent order of utility, and taking the arithmetic
succession s = {1, 2, ..., np} as the mapping function, the normalized bid utility values
would be of the form

Uy (b)) =5, =1i.

Our hypothesis is that using these normalization methods may positively contribute to
the incentive-compatibility of the model. To evaluate the effect of the proposed mechanisms
over the incentive-compatibility of the model we have repeated the experiments performed
above for the different normalization mechanisms proposed:

1. Reference: Utility values are not normalized.

2. Umax: Mediator uses normalization to maximum utility (Eq. 6).

3. Bounded: Mediator uses bounded maximum-minimum normalization (Eq. 7).
4. Ordinal: Mediator uses ordinal normalization.

Figure 13 a and b show the box plots of the results for 100 runs of the experiments for
SA-Q and MWIS-Q in the most critical scenarios identified above, that is, ¢ = 4.0 with
a 25% degree of exaggeration for SA-Q and ¥ = 4.0 with a 50% degree of exaggeration
for SA-Q. We can see similar trends for both cases. Though all proposed normalization
techniques reduce the incentive for the insincere agent to exaggerate, only bounded max-
imum-minimum normalization makes the expected gain for the insincere agent negligible,
thus effectively removing the incentive to exaggerate, improving incentive-compatibility of
the model.

7 Concluding remarks

Situations of high price of anarchy, which imply that individual rationality drives the agents
towards strategies which yield low individual and social welfares, should be avoided when
designing negotiation mechanisms. This is specially important when dealing with complex
negotiations involving highly rugged utility spaces, since in these cases “low individual and
social welfare” often means that the negotiations fail. Therefore, an strategic analysis is para-
mount for any model intended to work for highly rugged utility spaces, in order to determine
the strategic properties of the model and to allow to establish additional mechanisms for
stability if needed.

In this paper we have performed a strategy analysis for the auction based negotiation
protocol for highly rugged utility spaces we proposed in refs. [31,55]. This strategy analysis
has started studying the existence of individual and social optimal strategy proefiles. This has
revealed the existence of an individual optimal strategy, which is different from the socially
optimal strategy. A more in-depth stability analysis has shown that, for highly correlated or
lowly correlated scenarios, there is no incentive for negotiating agents to deviate from the
socially optimal strategy. However, for medium complexity scenarios a selfish agent may
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Fig. 13 Effect of the proposed normalization mechanisms for the most critical scenarios. a SA-Q, ¢ =
4.0, 25% degree of exaggeration. b MWIS-Q, v = 4.3, 50% degree of exaggeration

benefit from using its individually optimal strategy, which raises stability concerns, leading
the model to high expected price of anarchy values. To solve this, we have proposed a set of
mechanisms intended to incentivize social behavior among negotiating agents. These mech-
anisms are based on biasing deal identification at the mediator towards those bids which
are more socially oriented, thus decoupling the search for social welfare from the individual
agents’ goals. Experiments show that the proposed mechanisms successfully stabilize the
protocol, avoiding the situations of infinite expected price of anarchy.
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Finally, incentive compatibility issues in the protocol have been analyzed, showing that the
model may be manipulated by agents which exaggerate the utility values of a subset of their
bids, achieving significant gains for the insincere agents in medium correlated scenarios.
To solve this, a set of normalization techniques have been proposed in order to incentiv-
ize sincere behavior. Experiments have shown that, though all proposed techniques reduce
the incentive for an agent to exaggerate its bids, only the proposed bounded maximum-
minimum normalization mechanism effectively removes the expected gain for being insin-
cere, thus making the model incentive-compatible.

Though the experimental analysis performed has proven the effectiveness of the stability
and incentive-compatibility mechanisms proposed, there is still plenty of research to be done
in this area. We are interested on extending the strategy analysis presented in this work to an
iterative version of the studied negotiation protocol, which would allow the agents to refine
their bids in successive iterations of the protocol. This would raise very interesting additional
considerations regarding agent and mediator strategies, since it would allow to develop adap-
tive measures. For the negotiation agents, this would mean, for instance, to be able to acquire
a reasonable belief about the other agents’ strategies during the negotiation, and to adapt its
own strategy accordingly. This would drastically change the strategy analysis, since it would
have to be conducted in a similar manner to a Bayes-Nash problem. The different results of
the strategy analysis would probably impact the mechanisms needed at the mediator, and even
more taking into account that the mediator could also take advantage of adaptive measures,
trying to deduce agent strategies during the negotiation process, and to apply the different
mechanisms as needed. In addition, the effect of the correlation between the utility functions
of different agents (as opposed to the correlation length within each agent’s utility function)
should be analyzed. Finally, we are working on the generalization of these approaches for
other negotiation protocols and utility function types.
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2008005, “Do-it- Yourself Smart Experiences”, and partially supported by the Spanish Ministry of Educa-
tion and Science grant TIN2008-06739-C04-04, “T2C2”.

A Appendix: Deduction of the expressions used in the probabilistic analysis

This section deduces these expression used in Sect. 4.1 for the probabilistic analysis of the
auction based negotiation model. For ease of understanding, the deduction of the expres-
sions is presented in a progressive manner. First of all, deal probability is calculated for an
exchange between two agents of an elemental bid (a single unitary bid for each agent, for
a single issue), and then it is shown how the expression varies when the number of issues
and agents increase. Then, the resulting expression is generalized for an arbitrary number of
bids per agent. Finally, given the expression for deal probability, expressions for expected
utility and expected deal utility (defined as the expected utility conditioned to the event of a
successful deal) are determined.

A.1 Deal probability
Considering the negotiation protocol described in Sect. 3.2, the probability of finding a deal
is given by the probability of finding a common intersection of at least one bid of each agent.

The simplest scenario we can devise is a bilateral, single issue negotiation where each agent
makes a single, elemental bid, that is, a bid that represents a single point in the solution space.
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Let a y b be the negotiating agents, and let x?, x? € D be their respective offers in a
finite domain D with cardinality | D|. The probability Psoption Of a deal or solution to the
negotiation problem in this case is given by the probability of the coincidence of both bids.
In this way,

Peotution = | P [(xa =x)N (xb = x)] =2p [("a =x)0 (xb = x)]

xeD x€eD

v

xj=xevents are disjoint

- a_ bog)=S L L _1P_ 1
=X = (=) =S Em et @

xeD xeD

=2 and »* are independent

where we have assumed as the probability that a bid has a given value p (x* = x) = ]—5[,
which corresponds to a uniform bid distribution, for a maximum uncertainty scenario.

Extending the previous expression to a bilateral negotiation about » issues is straightfor-
ward. Again, let us consider the simplest case of a single elemental bid per agent. In this case,
each bid will represent a point in an n-dimensional solution space, and the deal probability
will be given by the probability of all issue values corresponding to one agent’s bid matching
the respective values of the issues corresponding to the other agent’s bid.

Let a y b be the negotiating agents, and let x?, xP € D be their respective offers, such that

the bid issued by agent j is given by &/ = {x,.f liel,...,n } and such that x{ € DVi, j.
The probability of a deal or solution to the negotiation problem in this case is given by the
expression

Potaion = () [ U r[6f=x)n(: =x)]]

1<i<n \LxeD

I1 {UP[(xi“=x)ﬂ(xf’=x)]]= ﬁ=|1;|,,. ©

l<i<n UxeD

g

issue matches are independent events

In a similar way, this expression may be generalized to the case of n, agents, taking into
account that deal probability in this case is given by the probability of a match between the
respective values for all issues of all agents’ bids, and that each agent bid is independent
from the others’. In this way, the expression for the probability of finding a solution or deal
in this case will be the following:

Peolution = n U P n (xl] = x)
I<i<n | xeD I<j<ng .

-

=N1iU [ [T »(x =%)

1<i<n | xeD | 1<j<n, J

- N z[ [T (=)

I<i<n | xeD | 1gj=<n, .
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(10)

So far we have considered only single, elemental bids, that is, each agent issued a sin-
gle bid representing a single point in the solution space. This assumption allowed us to
ensure deal events were disjoint (there was only a possible deal), which allowed to compute
probabilistic unions as sums of probabilities. Generalizing to the case of multiple bids makes
multiple points of agreement possible, and thus makes necessary to take into account possible
intersection among deal events to compute probabilistic unions.

Givenasetof N events E|, ..., Ey, with known probabilities p (E;), and not necessarily
disjoint, the probability of the union U?’:l E; is given by

N N
P(U Ei)= 1-p ﬂE‘-
i—t j=1

If the events are independent and equiprobable, we have that p (E;) = p, p(E;) =1~ p,
and the probability of the intersection above is given by p (ﬂ N E) = (1 — p)V. In this
case, we can see that the above expression leads to the following:

N
p(UE.~)=1—(1—p)N

i=1
N
=1- Z(iv) W (—p)

N
=3 it (I.V)pj. an
j=1 J

This result can be used to generalize the expression for deal probability obtained in the
previous section to the case of multiple offers. Let us consider again a set of n, agents nego-
tiating about » issues. In this case we will consider that each agent k sends n’g elemental
bids. We consider elemental bids without loss of generality, since any other kind of bids (e.g.
hyper-rectangles) can be decomposed to elemental bids. There may be overlaps between the
different bids of an agent (i.e. they may or may not be disjoint). The probability Psotution that
there is a solution or deal to the negotiation problem will be given by the probability that az
least one of the possible combinations of bids from the different agents results in a deal. If
each agent k issues n]; bids there are [] n’g possible combinations of one offer of each agent.
The event C; denotes the fact that the comﬁination I results in a deal. The different events C;
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are equiprobable, and their probability is given by Eq. 10, reproduced here for convenience:

1
p(C) = W(na—_l)

Taking this into account, and using Eq. 11 for the computation of the probability of a
union of equiprobable events, deal probability for the set of bids is given by the expression

k
Hnbp H b

Pyolution = P U 6] Z (- l)H-l ( p) P(Cl)j
1=1

].—Inbp

1 j
— Z (- 1)J+l (Hnbp) (———lDln(na_l)) . (12)

A.2 Expected utility and expected deal utility

Once deal probability has been determined, it is easy to compute expected utility. By defi-
nition, the expected value of a random variable X which takes values from a domain D is
computed as the sum > .px - p (X = x) of the products of each possible value for the
variable and the respective probability that the variable takes each value. For the case of
the expected utility for an agent, the possible values of the variable are the utility values
associated to the different bids, and the probability that the variable takes each value is the
probability that each bid results in a deal. To compute this probability, we have to take into

account that each elemental bid i,’ of an agent j may be part of [ ] n’,ﬁp events C (.f,’ ) ,

representing the fact that the different combinations of this bid with the different elemental
bids of the rest of the agents may result in a deal. In this way, the deal probability for a given
elemental bid J?f is given by

l'bc;sj "bp Hk;é; bp i
o U > Il Y
F4 (‘x[j) =P e ( ) ( 1)J+l ( k£ nbp) (lDIn(na_l)) '

From this expression, the expected utility for an agent j is computed as follows:

£[u]- gu )
L) 8 o () ()
P o i |pyree=D
= é ( ) H*gbp( 1)J+1(Hk#lnbp)(|—l)—l;l%‘7—l—))j , (13)

where Z, U ( ) is the sum of the utilities of all points issued as bids by the agent. For

the case of non-clemental bids, we consider each agent j issues nb bids. Each bid m of the
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agent represents an iso- surface of the agent’s preference space (e. g, an hyperrectang]e), and
thus may be decomposed in v3, elemental bids of the same utility uiy, where v}, is the volume
of the iso-surface represented by the bid m. In this case, we can establish the equivalence

k
Z, u ( / ) = ;”zl ub . v,’;, and the expression for the expected utility results as follows

k
Hk#] bp

k
nb ]
il— k .k i+l Hk,—e ny 1
Efw]= | Sk ook > e (e p)(|D|"‘"“‘“) ,

which is the expression we saw for Eq. 2.
Finally, expected deal utility for an agent may be obtained easily, since it only depends on
the utility distribution within the set of bids issued by the agent. Assuming a deal have been

reached, the probability for each elemental bid to be part of the deal will be p (:E,’ ldeal) =

-, assuming the different elemental bids are equiprobable (maximum uncertainty scenario).
bp
Taking this into account, expected deal utility is given by

nl

bp an
E[w/ |deal] = Zl ( ) ( j |dea1) = ;2:};(
= p 1=

which, for hyperrectangular bids, takes the form we saw in Eq. 3:

j Jj
. Up -V
E[u! |deal] = _'!_ll_u
nbp

(14)
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