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Table 9 Transcatheter arterial embolization
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HCC ICC Combined
n=17 898 n=736 n=149
Not performed 9710 (54.3%) 707 (96.1%) 113 (75.8%)
Performed 8 188 (45.7%) 29 (3.9%) 36 (24.2%)
Embolic materials n=7 850 n=28 n=37
Lipiodol 1621 (20.6%) 8 (28.6%) 16 (43.2%)
Gelatin sponge 205 (2.6%) 1 (3.6%) 0 (0.0%)
Lipiodol + gelatin sponge 5936 (75.6%) 18 (64.3%) 21 (56.8%)
Others 88 (1.1%) 1 (3.6%) 0 (0.0%)
Extent of embolization n=7 157 n=26 n=34
Less than one segment 2578 (36.0%) 8 (30.8%) 6 (17.6%)
One segment to one lobe 2 896 (40.5%) 8 (30.8%) 16 (47.1%)
More than one lobe 1252 (17.5%) o4 (15.4%) 7 (20.6%)
Whole liver 431 (6.0%) 6 (23.1%) 5 (14.7%)
Efficacy evaluation at 6 months n=>5448 n=13 n=24
CR 2208 (40.5%) 4 (30.8%) 3 (12.5%)
PR 1502 (27.6%) 1 (7.7%) 5 (20.8%)
SD 632 (11.6%) 3 (23.1%) 6 (25.0%)
PD 1106 (20.3%) 5 (38.5%) 10 (41.7%)

Combined, combined hepatocellular and cholangiocarcinoma; CR, complete response; HCC, hepatocellular carcinoma; ICC,
intrahepatic cholangiocarcinoma; MR, minor response; NC, no change; PD, progressive disease; PR, partial response.

LCSG] was estimated from data collected in the
surveys.

ICC and combined HCC and ICC

For ICC, cumulative survival rates were calculated for all
patients and based on various background factors. For
combined HCC and ICC, cumulative survival rates were
calculated for all patients (Tables 14,15).

Changes in the cumulative survival rates of
HCC patients

The cumulative survival rates of newly-registered
HCC patients in the 5th to 18th follow-up surveys
(1978-2005) whose final prognosis was defined as
survival or death (excluding cases of unknown
outcome) divided into three groups (1978-1985,
1986-1995 and 1996-2005) were also calculated
(Fig. 1). The 3- and 5-year cumulative survival rates
were 15.7% and 9.5% in patients between 1978 and
1985 (n=7852), 42.1% and 26.8% between 1986
and 1995 (n=51719), and 56.6% and 39.3% be-
tween 1996 and 2005 (n=88590), respectively.
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Figure 1 Cumulative survival rates of newly-registered
patients in the 5th to 18th follow-up surveys (1978-2005)
divided into three groups (1978-1985, 1986-1995 and 1996~
2005) are shown. The 3- and 5-year cumulative survival
rates were 15.7%, 9.5% in patients between 1978 and
1985 (n=7852), 42.1% and 26.8% between 1986 and 1995
(n=51719), and 56.6% and 39.3% between 1996 and 2005
(n=88590), respectively.
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Table 10 Microscopic pathological findings of surgical or biopsy specimens

18th follow-up survey of primary liver cancer 1055

HCC ICC Combined

Capsule formation n=>5221 n=406 n=284

Fc 1293 (24.8%) 386 (95.1%) 54 (64.3%)

Fc* 3928 (75.2%) 20 (4.9%) 30 (35.7%)
Capsule infiltration n=3850 n=16 n=30

Fc-inf 1264 (32.8%) 8 (50.0%) 8 (26.7%)

Fc-inf* 2586 (67.2%) 8 (50.0%) 22 (73.3%)
Septum formation n=4983 n=372 n=_83

Ny 1930 (38.7%) 348 (93.5%) 41 (49.4%)

sf* 3053 (61.3%) 24 (6.5%) 42 (50.6%)
Serosal invasion n=4959 n =409 n=_82

S0 4267 (86.0%) 267 (65.3%) 61 (74.4%)

S1 537 (10.8%) 96 (23.5%) 15 (18.3%)

S2 84 (1.7%) 44 (10.8%) 5 (6.1%)

s3 71 (1.4%) 2 (0.5%) 1 (1.2%)
Lymph node metastasis n=3984 n=427 n=70

Absent 3938 (98.8%) 257 (60.2%) 57 (81.4%)

Present 46 (1.2%) 170 (39.8%) 13 (18.6%)
Portal vein invasion n=5368 n=430 n=287

vpO 3971 (74.0%) 223 (51.9%) 41 (47.1%)

Vpl 1019 (19.0%) 137 (31.9%) 33 (37.9%)

Vp2 167 (3.1%) 37 (8.6%) 6 (6.9%)

Vp3 138 (2.6%) 31 (7.2%) 7 (8.0%)

Vp4 73 (1.4%) 2 (0.5%) 0 (0.0%)
Hepatic vein invasion n=5320 n=423 n=_84

Vw0 4714 (88.6%) 304 (71.9%) 61 (72.6%)

Vvl 499 (9.4%) 85 (20.1%) 23 (27.4%)

Vv2 77 (1.4%) 24 (5.7%) 0 (0.0%)

Vv3 30 (0.6%) 10 (2.4%) 0 (0.0%)
Hepatic arterial invasion n=>5160 n=402 n=_82

Va0 5103 (98.9%) 377 (93.8%) 79 (96.3%)

Val 54 (1.0%) 18 (4.5%) 2 (2.4%)

Va2 2 (0.0%) 3 (0.7%) 1 (1.2%)

Va3 1 (0.0%) 4 (1.0%) 0 (0.0%)
Bile duct invasion n=5279 n=403 n=_87

BO 5095 (96.5%) 184 (45.7%) 66 (75.9%)

Bl 108 (2.0%) 91 (22.6%) 15 (17.2%)

B2 37 (0.7%) 50 (12.4%) 3 (3.4%)

B3 21 (0.4%) 61 (15.1%) 1 (1.1%)

B4 18 (0.3%) 17 (4.2%) 2 (2.3%)
Intrahepatic metastasis n=>5206 n=430 n=_86

Im0 4147 (79.7%) 322 (74.9%) 52 (60.5%)

Ims 238 (4.6%) 17 (4.0%) 5 (5.8%)

Im1 384 (7.4%) 39 (9.1%) 11 (12.8%)

Im2 299 (5.7%) 34 (7.9%) 10 (11.6%)

Im3 138 (2.7%) 18 (4.2%) 8 (9.3%)
Surgical margin n=5104 n=434 n=284

Presence of cancer invasion 408 (8.1%) 80 (18.4%) 13 (15.5%)

Absence of cancer invasion 4696 (91.9%) 354 (81.6%) 71 (84.5%)
Non-cancerous portion n=>5395 n=414 n=_84

Normal liver 349 (6.5%) 269 (65.0%) 9 (10.7%)

Chronic hepatitis or liver fibrosis 2587 (48.0%) 101 (24.4%) 46 (54.8%)

Liver cirrhosis 2459 (45.6%) 44 (10.6%) 29 (34.5%)
Liver fibrosis n=3153 n=169 n=49

FO (normal) 184 (5.8%) 82 (48.5%) 5 (10.2%)

F1 429 (13.6%) 39 (23.1%) 3 (6.1%)

F2 532 (16.9%) 14 (8.3%) 12 (24.5%)

F3 578 (18.3%) 13 (7.7%) 12 (24.5%)

F4 (liver cirrhosis) 1430 (45.4%) 21 (12.4%) 17 (34.7%)

BO-B4, described in Tables 5 and 7; combined, combined hepatocellular and cholangiocarcinoma; Fc, Fc-inf, described in Table 7; F1, fibrosis expansion of
portal tract; F2, bridging fibrosis formation; F3, bridging fibrosis formation accompanying lobular distortion; HCC, hepatocellular carcinoma; ICC,
intrahepatic cholangiocarcinoma; Im0-Im3, described in Table 7; Sf, S0-S3 described in Table 7; Va0-Va3, described in Table 7; Vp0-Vp4, Vv0-Vv3,

described in Tables 5 and 7.
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Table 12 Cumulative survival rates (%) of HCC patients treated with local ablation therapy (1994-2005)

Year

10

15.7%
19.9%
12.4%

19.5%
25.0%
14.7%

23.9%
30.3%
18.0%

29.8%
36.6%
24.2%
12.3%
35.1%
24.4%
20.6%
17.7%
13.9%
44.6%
34.0%
25.5%
20.8%
15.6%

37.1%
44.4%
31.0%
16.9%
42.8%
32.8%
25.8%
21.4%
20.4%
49.8%
43.0%
32.1%
26.1%
21.0%

45.6%
54.2%
38.7%
21.6%
51.9%
39.6%
35.0%
30.8%
23.4%
60.1%
52.7%
40.0%
32.4%
25.5%

56.5%
65.5%
50.0%
28.1%
62.3%
51.8%
46.3%
41.1%
33.0%
72.1%
63.7%
51.9%
41.8%
33.7%

68.6%
76.3%
63.4%
41.2%
73.2%
65.9%
60.9%
55.3%
44.0%
81.6%
75.1%
64.8%
55.7%
43.6%

81.4%
87.2%
78.5%
56.2%
84.5%
79.8%
76.8%
72.6%
62.1%
90.6%
86.4%
79.7%
71.0%
58.9%

92.8%
95.5%
92.4%
77.2%
94.2%
92.4%
91.6%
88.5%
82.9%
96.6%
95.2%
93.0%
88.2%
76.9%

27 150
14 370

All cases

A
B

Liver damage

9751

classification

by LCSGJ
Tumor number

5.4%
19.4%
11.7%
10.9%

7.1%
23.8%
15.5%
11.5%

9.4%
28.8%
18.7%
15.7%
13.1%
12.2%
38.4%
27.3%
20.1%
17.6%
10.6%

1757
16 883

Cc

1

5638
2307

1043-1059

3.4%

6.9%
9.1%
31.1%
22.0%
16.4%
15.3%

812
1079
1792

12 253

7.2%
25.7%
18.1%
13.4%

25
<1

Tumor size

1-2
2-3

(cm)

7714

8.7%

3257

3-5
>5

9.1%

809

HCC, hepatocellular carcinoma; LCSGJ, Liver Cancer Study Group of Japan.

18th follow-up survey of primary liver cancer 1057

Newly-registered patients were increasing and their sur-
vival rates were improving.

DISCUSSION

RIMARY LIVER CANCER is the fourth leading cause
of cancer death in Japanese people, following
tracheal-bronchial-lung, gastric and colorectal cancers;
more than 34 000 people die annually due to liver
cancer. In the 18th Nationwide Follow-Up Survey of
Primary Liver Cancer, approximately 30% of patients
with primary liver cancer were newly registered. Com-
pared with the 17th follow-up survey," this follow-up
survey in HCC indicated an increase in elder patients
and women, a decrease in patients positive for hepatitis
B surface antigen and hepatitis C virus antibody, and a
decrease in tumor size at the clinical diagnosis. In the
local ablation therapy, ratio of radio frequency ablation
therapy was increasing. Advance in diagnostic and thera-
peutic modalities were considered to have contributed
to an improvement in survival of patients with HCC
between 1978 and 2005.
We hope that the results of this follow-up survey will
contribute to research and improved medical practice
for primary liver cancer.
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Table 13 Cumulative survival rates (%) of HCC patients treated with transcatheter arterial embolization (1994-2005)

n Year
1 2 3 4 5 6 2 8 9 10
All cases 3955 51.7% 35.1% 285% 23.7% 203% 18.1% 16.7% 14.5% 12.5% 12.5%
Liver damage A 1658 72.0% 53.1% 439% 36.2% 31.3% 27.6% 26.1% 23.7% 21.2% 21.2%
classification B 2294 36.3% 21.6% . 17.1% 14.4% 12.2% 11.0% 9.6% 5.8% 0.0% -
by LCSGJ C 137 88.3% 81.3% 75.2% 67.9% 62.8% 59.8% 59.8% 54 8% 54.8% 54.8%
Tumor number 1 738 77.8% 58.9% 494% 40.1% 32.3% 26.5% 253% 23.6% 18.2% 18.2%
2 547 63.7% 43.4% 334% 29.0% 26.7% 24.9% 23.6% 20.4% 18.1% 18.1%
3 129 553% 32.8% 28.6% 222% 19.0% 14.2% 142% 142% 14.2% 14.2%
4 1272 763% 58.8% 494% 41.2% 36.3% 32.2% 30.8% 28.4% 24.8% 24.8%
>5 102 75.7% 494% 365% 313% 27.8% 27.8% 222% 222% 222% 22.2%
HCC, hepatocellular carcinoma; LCSG]J, Liver Cancer Study Group of Japan.
Table 14 Cumulative survival rates (%) of ICC patients (1994-2005)
n Year
1 2 3 4 5 6 7 8 9 10
All cases 3955 51.7% 35.1% 28.5% 23.7% 20.3% 18.1% 16.7% 14.5% 125% 12.5%
Hepatic Performed 1658 72.0% 53.1% 43.9% 36.2% 31.3% 27.6% 26.1% 23.7% 21.2% 21.2%
resection Not 2294 36.3% 21.6% 17.1% 14.4% 122% 11.0% 9.6% 5.8% 0.0% -
performed
Cases of Tumor size <2 137 88.3% 813% 752% 67.9% 62.8% 59.8% 59.8% 54.8% 54.8% 54.8%
hepatic (cm) 2-5 738 77.8% 58.9% 494% 40.1% 32.3% 26.5% 25.3% 23.6% 182% 18.2%
resection 5-10 547 63.7% 43.4% 33.4% 29.0% 26.7% 24.9% 23.6% 20.4% 18.1% 18.1%
>10 129 553% 32.8% 28.6% 22.2% 19.0% 14.2% 14.2% 142% 14.2% 14.2%
Tumor 1 1272 76’.3% 58.8% 49.4% 41.2% 36.3% 32.2% 30.8% 28.4% 24.8% 24.8%
number 2 102 75.7% 49.4% 36.5% 31.3% 27.8% 27.8% 22.2% 22.2% 222% 22.2%
23 186 42.2% 19.5% 16.6% 12.3% 6.3% 4.2% 4.2% 2.1% 2.1% 2.1%
Residual Absent 784 77.7% 593% 50.6% 43.1% 37.6% 35.6% 33.6% 30.2% 265% 26.5%
tumor Present 608 64.4% 41.4% 313% 22.1% 20.6% 20.6% 10.3% 10.3% 10.3% -
Lymph node Absent 1046 80.6% 64.6% 54.5% 453% 39.9% 36.2% 33.8% 30.2% 28.8% 28.8%
metastasis  Present 497 559% 29.8% 22.8% 17.9% 153% 10.7% 10.7% 10.7% 8.0% 8.0%
ICC, intrahepatic cholangiocarcinoma.
Table 15 Cumulative survival rates (%) of combined HCC and ICC (1994-2005)
n Year
1 2 3 4 5 6 7 8 9 10
All cases 653 58.6% 40.5% 29.7% 23.4% 198% 17.8% 15.7% 14.5% 12.7% 12.7%
Hepatic Performed 354 70.7% 50.5% 40.7% 31.0% 28.2% 26.1% 21.9% 20.0% 20.0% 20.0%

resection Not performed 299 44.2% 28.8% 16.9% 14.2% 10.6% 8.9% 8.9% 8.9% 0.0%

HCC, hepatocellular carcinoma; ICC, intrahepatic cholangiocarcinoma.
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A comparison of the results of intent-to-treat,
per-protocol, and g-estimation in the presence
of non-random treatment changes in a

time-to-event non-inferiority trial

Yutaka Matsuyama* '

While intent-to-treat (ITT) analysis is widely accepted for superiority trials, there remains debate about its role in non-inferiority
trials. It has often been said that ITT analysis tends to be anti-conservative in demonstrating non-inferiority, suggesting that
per-protocol (PP) analysis may be preferable for non-inferiority trials, despite the inherent bias of such analyses. We propose
using randomization-based g-estimation analyses that more effectively preserve the integrity of randomization than do the more
widely used PP analyses. Simulation studies were conducted to investigate the impacts of different types of treatment changes on
the conservatism or anti-conservatism of analyses using the ITT, PP, and g-estimation methods in a time-to-event outcome. The
ITT results were anti-conservative for all simulations. Anti-conservativeness increased with the percentage of treatment change
and was more pronounced for outcome-dependent treatment changes. PP analysis, in which treatment-switching cases were
censored at the time of treatment change, maintained type I error near the nominal level for independent treatment changes,
whereas for outcome-dependent cases, PP analysis was either conservative or anti-conservative depending on the mechanism
underlying the percentage of treatment changes. G-estimation analysis maintained type I error near the nominal level even
for outcome-dependent treatment changes, although information on unmeasured covariates is not used in the analysis. Thus,
randomization-based g-estimation analyses should be used to supplement the more conventional ITT and PP analyses, especially
for non-inferiority trials. Copyright © 2010 John Wiley & Sons, Ltd.

Keywords: g-estimation; intent-to-treat; non-compliance; non-inferiority trials; per-protocol; randomization-based analysis
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1. Introduction

Most randomized clinical trials are designed to demonstrate the superiority of a new treatment over a standard treatment
or placebo. An increasing number of trials, however, are focused on showing that a new treatment is not worse than a
standard one (active control) by more than a pre-specified margin. One reason for conducting such non-inferiority trials
is that it has become increasingly difficult to demonstrate superiority over an active control in clinical trials for certain
diseases. Another reason is that a new treatment with comparable efficacy might have other advantages, such as fewer
side effects, lower cost, greater convenience, or higher quality of life, over the active control. Approaches for the design,
conduct, and analysis of non-inferiority trials have been discussed in several papers [1-6]. However, certain issues that
arise in non-inferiority trials require further investigation.

One such critical issue is the effect of non-compliance on non-inferiority trials. Although it is important to minimize
protocol deviations, such as violations of the entry criteria and non-compliance with the randomized treatments, most
clinical trials are not ideal, and patients often fail to adhere to their assigned treatment and switch to another trial
treatment or a non-trial treatment. When non-compliance occurs, the data are most commonly analyzed using intent
-to-treat (ITT) and per-protocol (PP) approaches. In ITT analysis, patients are analyzed according to their assigned
treatment, regardless of whether they actually comply with the treatment. In PP analysis, only patients who completely
adhere to their treatments are included in the analysis.
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For superiority trials, ITT analysis.is well accepted for the primary analysis, because it avoids the overly optimistic
estimates of treatment effects that can result from PP analysis and generally produces estimates that are more conservative.
It also addresses a pragmatic question, that is, what is the benefit of allocating patients to a new treatment compared
with allocating them to a standard one? However, there is less agreement on its role in non-inferiority trials. It is
generally perceived that ITT analysis is anti-conservative in non-inferiority trials; i.e. non-inferiority is more easily
demonstrated due to dilution of treatment effects resulting from non-compliance [3, 7, 8]. The International Conference
on Harmonization (ICH) E9 document [9] states that analysis of the ITT population is ‘generally not conservative and
its role should be considered very carefully’ in the context of non-inferiority trials. This statement has been interpreted
to indicate that PP analysis may be preferable for non-inferiority trials. However, when there are treatment-related drop-
outs, the two treatments (test treatment and active control) may appear similar in a PP analysis, because both groups
of patients remaining in the study would most likely be responders [10]. Therefore, the current thinking of regulatory
agencies is that the study objective should be achieved for both ITT and PP populations, especially for non-inferiority
trials [3]. The Committee on Proprietary Medical Products Points-to-Consider [11] specifically states that ...similar
conclusions from both the ITT and PP are required in a non-inferiority trial’.

There are several papers that have investigated the impacts of non-compliance on ITT and PP analyses for equivalence
and non-inferiority trials [7, 10, 12-15]. Rohmel [12] concluded that in the presence of non-compliance, an ITT analysis
results in a higher rate of erroneous conclusions of equivalence. On the other hand, other authors [10, 13-15] have
concluded that the bias can be in either direction for both ITT and PP analyses, depending on the mechanism underlying
the probability of non-compliance, alternative treatment received by the non-compliers, event probabilities, and other
factors.

It is clear that both ITT and PP analyses are problematic in the presence of non-random non-compliance, because of its
effects on estimates of treatment effects, type I error, and power of the study. In the context of equivalence trials, Robins
[16] provided an overview of methods that can be used to adjust for non-compliance. Robins and colleagues recommended
using methods such as inverse probability of censoring-weighted estimators, inverse probability of treatment-weighted
estimators of marginal structural models, and g-estimators of structural nested models. In a new drug application setting, it
is generally preferable to use statistical methods that are less sensitive to the underlying assumptions of their approaches.
All of the above approaches are, in general, sensitive to their underlying assumptions, because some assumptions must
be made to estimate the actual benefit of intervention, i.e. causal effects. However, for non-inferiority trials, obtaining
reliable compliance data and implementing methods that adjust for the effects of non-compliance in the analysis should
also be considered to supplement the more conventional ITT and PP analyses. In this paper, although we assume the
structural model for the causal parameter, we have chosen to avoid all assumptions about either observed or unobserved
factors that influence an individual’s decision to comply, while comparing outcomes based only on the treatment
groups randomized by design, i.e. a randomization-based analysis. Robins and Tsiatis [17] and Mark and Robins [18]
introduced a randomization-based analysis for time-to-event data based on rank preserving structural failure time (RPSFT)
models. This analysis more effectively preserves the integrity of randomization than does the more widely used PP
analysis.

The aim of this paper is to investigate the impacts of different types of treatment changes on ITT, PP, and g-estimation
analyses for non-inferiority trials with a time-to-event outcome. In Section 2, the randomization-based g-estimation
analysis method is briefly reviewed and the simulation studies are described. Section 3 presents the simulation results.
Finally, in Section 4, we provide a brief discussion and conclusions.

2. Methods

2.1. G-estimation method based on the randomized analysis

Consider a randomized clinical trial for non-inferiority in which two groups (test and standard treatments) are compared
with respect to a time-to-event outcome, but each patient i(i=1, ..., N) may fail to comply with the assigned treatment
Ri(R; =1 if allocated to the test, R; =0 if allocated to the standard) and cross over to the other treatment at time ¢ (¢>0;
time zero is the randomization time and the start of treatment).

Suppose we have repeated measures on the actual treatment status at time ¢, A;(t) (A;(t)=1 if the test, A;(2)=0 if
the standard). For patient i, we define U; as the potential failure time patient i would have if the patient had received
standard treatment all the time throughout the study period. Robins and coworkers [17, 18] introduced an RPSFT model,
in which each patient’s baseline failure time U; is related to his/her observable data:

Ti
U; =/0 exp[—yoA;(2)]ds, (1)
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where T; is the observed failure time for patient i and y is an unknown parameter representing the causal effect of the
test treatment versus the standard treatment. Our notation for the potential outcomes implicitly assumes Rubin’s stable
unit treatment value assumption (SUTVA), which implies that the potential outcomes for patient i do not depend on
the treatment received by any other patient [19]. We also assume that the potential outcomes satisfy the consistency
assumption [20,21], which states that an individual’s potential outcome under his/her observed treatment history is
precisely his/her observed outcome regardless of means (route, condition, etc.) of taking the treatment. Note also that
U; is defined for each individual at the time of randomization and is treated as a baseline fixed characteristic, like sex
or age.

The RPSFT model (1) can be represented as an accelerated failure time model with a time-varying treatment, with
A;(t)=1 if patient i is on the test treatment and A;(z)=0 if patient i is on the standard treatment at time 7. When
Ai(t)=0 for all ¢, then (1) gives T; =U; as expected, whereas when A;(t)=1 for all ¢, (1) gives T; =U; exp()-
Therefore, the ratio exp(yg) is the expansion (or contraction) in failure time when comparing continuous test treatment
versus continuous standard treatment. Negative values of ¥ indicate that a patient’s failure time with the test treatment
is shorter than the failure time with the standard treatment. In the analysis of time-to-event data, the proportional hazards
model is widely used to estimate the causal hazard ratio, i.e. the hazard had all patients been continuously treated with
the test treatment divided by the hazard had all patients been continuously treated with the standard treatment. When
the underlying distribution of U; is a Weibull distribution with parameters p and k, i.e. Pr[U,->t]=exp[—(pt)"], there
is a one-to-one correspondence between Y in model (1) and the causal hazard ratio, i.e. the causal hazard ratio equals
exp(—kyp) [22].

Randomization guarantees that any variable unmeasured as well as measured at baseline will on average be balanced
with respect to the treatment assignment. Specifically, U; is independent of R;, because Uj; is a fixed characteristic of
the individual. Thus, a procedure for estimating V/ is as follows. We define a random variable U;(})) as equal to the
right-hand side of (1) for a given . We also define Z(y) as a test statistic comparing the distribution of U;(y) for the
two randomized groups, using the log-rank test. In this log-rank statistic, U; () for each subject are treated as though
they are the observed failure time, and its numerator is a sum of the observed R; minus the expected value of R; when
R; is randomly chosen from the risk set Y;(y)={j:U;(Y)=2U;(y)},

N Y e Ri
R — Jeriy) ‘
Ei( ni(y)

where n;({) is the number of subject in the risk set ¥;(¥). The variance of this statistic can be consistently estimated
by the usual formulas for the variance of a log-rank test. The point estimate of Y, (the g-estimate) is the value at which
Z(y)=0, and can be found by a search over a grid. The 100(1 —a) per cent confidence interval for ¥ is the range of
values over which |Z({)|<z1—q/2, Where z1—y/2 is the (1 —a/2)th percentile of the standard normal distribution.

To test the hypothesis that o =1 (g-test of g =1), the p-value can easily be calculated by considering the association
of the assignment R; with U;(y). This test is a valid, randomization-based (ITT) test of the hypothesis. In particular, the
g-test of the null for no treatment effect is simply an ITT test of the effect of treatment comparing R; =1 and R; =0. This
equivalence demonstrates that g-estimation maintains the original randomized group, whereas PP analysis does not.

One complication arises from the fact that due to censoring U;(i/) cannot always be computed from the observed
data. Here, we assume that reaching time C without death is the only source of censoring, where C is the time from
randomization to the fixed end of the study. If T; is a censored time, then U;(y) is censored at

Ci
D)= fo expl—y A; (D] dr,

where C; is the potential censoring time for each patient. Although C; is known for uncensored as well as censored
subjects, D;(Y) is a function of A;(¢) and may depend on the underlying prognosis. Therefore, even when censoring
on the T-scale is non-informative, i.e. an administrative censoring, censoring on the U-scale is likely to be informative
if Yy5#0 and there is non-random non-compliance. Thus, we cannot replace 7; by X; =min(T;, C;) to calculate the
pseudo-baseline event time.

To resolve this issue, Robins and Tsiatis [17] defined a new censoring time C; ()= C; if y<0 and C; () = C; exp(—{)
if >0, based on the direction of the treatment effect. For given V¥, let X;(y)=min[C;(}), U;({)] and A;(Y)=
I1[U; (y)>C; ()] be the new failure time and censoring indicator, respectively. X;(y) is observable, because T;>C;
implies U; (Y)>C;(y). Because any function of {U;(y), C;} is independent of the random treatment assignment R;, we
have {U; (), Ai(Y)} 1] R;. Thus, treating the pair {X;(y), Ai(y)} as the failure time and the censoring indicator, we
use the log-rank test as a measure of equality for the distributions of the baseline failure time for the two randomized
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groups. Hernan er al. [23] and Greenland et al. [24] provide introductory reviews for the g-estimation analysis based on
the RPSFT model (1).

2.2. Assessment of non-inferiority

Consider a non-inferiority trial in which the test (T') and standard (S) treatment are compared with respect to overall
survival. The null and alternative hypotheses for assessing non-inferiority are expressed as
AT . AT
Hyp: ASZO, H, .IS-<(5,

where As and At are the hazards of death for the two groups, and (> 1) is the non-inferiority margin. The null hypothesis
states that the test treatment is inferior to the standard treatment by ¢ or more. The alternative hypothesis implies that a
hazard ratio of less than ¢ is considered to be clinically acceptable and that the test treatment is at least as good as the
standard one.

To assess whether the null hypothesis is rejected, we can perform a one-sided hypothesis test at an « level of
significance [3]. Equivalently, we can compute a 100(1 —2«) per cent two-sided confidence interval for the hazard ratio.
If the upper limit of the confidence interval is less than the pre-specified non-inferiority margin J, then with 100(1 —2c)
per cent confidence, we can state that the standard treatment is more efficacious than the test treatment by no more than
4, thus allowing us to claim non-inferiority of the test treatment compared with the standard treatment at an « level of
significance.

2.3. Simulation framework

We assumed exponential failure times, set the overall survival at 5 years for the standard treatment at 0.75 (i.c. hazard for
death, As, =—10g(0.75)/5), and set the non-inferiority margin at 6 =1.24, which is nearly equal to log(0.70)/10g(0.75).
For a 6-year follow-up period (C=6) with a one-sided o level of 0.025 and a sample size of n=1400 per group, the
study had 80 per cent power to show non-inferiority [4], if all patients complied fully with their allocated treatments.
We assumed that the time from randomization to the fixed end of the study without death was the only source of
censoring. To evaluate type I error rates for the ITT, PP, and g-estimation analyses in the presence of non-random
treatment changes, we simulated data such that T was inferior to § with a true hazard ratio of 1.24, which was the
pre-specified non-inferiority margin. Note that in a non-inferiority trial, the type I error is the probability of erroneously
concluding non-inferiority when a true clinically important treatment effect exists.

We simulated data from two treatment groups, coded as R =0 (standard treatment) and R =1 (test treatment). An
equal sample size of 1400 for each group was randomly generated (total sample size = 2800). For each subject i
(i=1,...,2800), a baseline covariate L;; was generated from a standard normal distribution. The potential baseline
failure time U; was generated using the following linear transformation model [25, 26]:

log(U;)=—L] B+ei, )

where L; =(1,L;))T, B=(Bo. b )T, and &; follows the extreme value distribution with distribution function Pr(e<y)=
I —exp[—exp(y)]. The draws from model (2) were exponentially distributed with a rate parameter of exp(L,.Tﬂ). The
parameter f§; was set to log(0.06), which corresponds to about 30 per cent overall death rate for the whole study period
of 6-year follow-up in the standard treatment group.

The potential time from randomization until treatment change, which was denoted by D;, was generated using the
same model as (2) with parameter y=(y,, yl)T. The parameter y, was set to —25, 1og(0.034), 1og(0.075) or log(0.126),
corresponding to about 0, 15, 30, and 45 per cent treatment change in each group, respectively. These numbers are
the percentage of subjects that change their treatment once during the 5-year treatment period. We set f; =y; =1 for
dependence of the potential baseline failure time on the alternative treatment (outcome-dependent treatment change) and
f1 =y =0 for independence (independent treatment change).

The failure time T; was calculated using model (1). With 5 =—10g(é), T; = D} +[U; exp(g) — D] exp(—ig) in the
test treatment group, where D} =min(D;, U; exp({/()); and T; = D} +[U; — D} ]exp(y) in the standard treatment group,
where D =min(D;, U;). Finally, we set the observed failure time X; =min(7;, C;), the observed censoring indicator
= I(X; =C;) and the observed time from randomization until treatment change = min(D}', X;), which is equal to the
observed failure time for compliant cases.

To assess the sensitivity of the distributional assumption for ¢;, we repeated all of the above processes with a standard
logistic distribution for &; in (2) instead of the extreme value distribution.

One weakness of g-estimation analysis is that it relies on the RPSFT model (1). In particular, the model incor-
porates a strong non-interaction assumption with respect to the treatment effect. To evaluate the sensitivity of the
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treatment-by-covariate interaction in the g-estimation analysis, simulations were conducted under a true model of the
two-parameter RPSFT model. The observed failure time 7; was calculated based on the following model:

T,
w=£emFMMM%wwmmuemm, 3)

where /(-) is an indicator variable for the baseline covariate L;j. The one-parameter model (1) was fitted using the
extreme value distribution for ¢; in (2), in which (f,y,) were set to (1, 0) or (1, 1). For model (3), ¥, was set to
—log(d)=—1log(1.24) and Y/, was set to —0.1 (hazard ratio among subjects with L;; >0 is 1.37) or —0.5 (hazard ratio
among subjects with L;; >0 is 2.04).

We also conducted the simulations under the following interaction model:

T
u:ﬁemp%wm%wwmmummm. @)

which means hazard ratio among subjects with L;; >01is 1.24 and that of L;1<01is 1.37 (,=—0.1) or 2.04 (i}, = —0.5).
The true values for the overall hazard ratios in each simulation were calculated as the mean of the hazard had all subjects
been continuously treated with the test treatment divided by the mean of the hazard had all subjects been continuously
treated with standard treatment.

2.4. Computation

For the ITT and PP analyses, we used a Weibull regression analysis, because the RPSFT model (1) gives T; = U; exp(y),
i.e. the accelerated failure time model log(7;) = R; +1log(U;), if all patients comply with their allocated treatments
throughout the study. For the PP analysis, two analysis data sets were used: a data set in which treatment-switching
cases were censored at the time of the treatment change (PP1), and a data set in which treatment-switching cases were
excluded from the analysis (PP2). Non-inferiority was assessed as described in Section 2.2 by calculating a 100(1 —2a)
per cent two-sided confidence interval for the hazard ratio with «=0.025. For the g-estimation analysis, as described
in Section 2.1, the g-test of Yy =—1og(d) (model (1)) or y, = true value for each simulation (model (3) or (4)) was
conducted using the score test for the assigned treatment group R; in the proportional hazards model. An SAS code to
conduct the g-test is shown in Appendix. The proportion of significant cases at the one-sided o level was calculated as
the empirical type I error. It is important to note that information on the baseline covariate L;; was not used for any
analysis.

3. Simulation results

The simulations were replicated 5000 times, giving a standard error on the estimated empirical type I error of 0.22 per
cent. Table I shows the results of the simulations under the true structural model (1) and model (2) with an extreme value
distribution for ;. The ITT analysis was anti-conservative for all simulations, except when independent treatment change
was absent. The anti-conservativeness increased with the percentage of treatment change and was more pronounced for
outcome-dependent treatment change. For outcome-dependent cases, anti-conservativeness was also seen when treatment
change was absent, because the observed survival time depended on an unmeasured covariate, which can be considered
as an omitted covariate in a Weibull regression model [27].

PP1 analysis (with treatment-switching cases censored at the time of the treatment change) maintained type I error near
the nominal level of 0.025 for all levels of independent treatment change. For outcome-dependent cases, PP1 analysis
was either conservative or anti-conservative depending on the mechanism underlying the percentage of treatment change.
When treatment change in the test group was higher than in the standard group, PP1 analysis was anti-conservative,
because more subjects in the test group with poor prognosis were censored at the time of treatment change; thus, the
treatment effect was attenuated. There were cases for which PP1 analysis was more anti-conservative than ITT analysis at
the same treatment change. On the other hand, when the treatment change in the test group was lower than in the standard
group, PP1 analysis was noticeably conservative, because more subjects in the standard group with poor prognosis were
censored at the time of treatment change; thus, a large bias in the treatment effect was observed. When the change in
treatment was the same between treatment groups, type I errors were generally controlled below the nominal level.

PP2 analysis (with treatment-switching cases excluded from the analysis) was either conservative or anti-conservative
even for independent treatment change. When the treatment change in the test group was higher than in the standard
group, type I error was zero in all cases. On the other hand, when the treatment change in the test group was lower than
in the standard group, PP2 analysis was noticeably anti-conservative. When treatment change was the same between
treatment groups, type I errors were generally controlled below the nominal level. For outcome-dependent cases, similar
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Independent treatment change Outcome-dependent treatment change
Treatment change (per cent) Method Method
Standard Test ITT PP1* pp2t G ITT PP1* pp2f G
0 0 2.70 2.70 2.70 2.56 4.72 4.72 4.72 2.44
15 4.54 2.68 0.00 2.40 9.28 30.32 1.54 2.80
30 7.30 2.60 0.00 2.46 15.46 70.08 0.48 2.36
45 12.46 244 0.00 2,38 23.36 92.66 0.08 2.38
15 0 6.24 2.46 28.20 2.54 11.42 0.02 7.02 2.82
15 8.78 2.50 2.00 2.54 18.72 2.60 3.02 2.34
30 14.32 292 0.00 234 28.85 18.46 0.60 2.36
45 20.38 2.72 0.00 242 38.46 53.90 0.10 2.48
30 0 10.72 2.44 84.40 2.68 19.38 0.00 10.46 2.56
15 15.04 2.46 33.96 232 30.04 0.06 5.14 2.40
30 24.22 248 2.02 2.50 42.18 1.64 1.84 2.66
45 31.84 2.08 0.00 2.58 52.18 12.44 0.40 222
45 0 17.56 2.50 99.78 2.34 30.30 0.00 20.30 2.26
15 26.06 2.50 92.80 2.64 42.02 0.00 11.06 2.38
30 34.96 2.72 45.34 242 56.04 0.12 4.60 2.10
45 45.98 2.42 1.98 2.54 66.24 1.78 0.94 2.32

*Treatment-switching cases were censored at the time of treatment change.
JfTrca[menL-swilching cases were excluded from the analysis.

results were obtained, although the degree of conservativeness or anti-conservativeness was smaller than for independent
cases.

G-estimation analysis maintained type I error near the nominal level of 0.025 for all simulations. G-estimation analysis
performed well even for outcome-dependent treatment change, although information on an unmeasured covariate was
not used in the analysis.

Table II shows the results of the simulations under the true structural model (1) and model (2) with a standard logistic
distribution for ¢;. PP1 analysis was anti-conservative for all simulations of independent cases. The anti-conservativeness
was not dependent on the percentage of treatment change. On the other hand, g-estimation analysis maintained type I
error near the nominal level of 0.025 both for independent and outcome-dependent cases. These results demonstrate the
robustness of g-estimation analysis with the Weibull assumption for g;.

Tables Il and IV show the results of the simulations under the true structural model of two-parameter RPSFT model
(3) and (4), respectively. One-parameter g-estimation analysis was either anti-conservative (Table IIT) or conservative
(Table TV) depending on the nature of the interaction. Because the simulation data were generated so that the larger
the value of L;;, the baseline failure time U; is shorter, the result among subjects with L;;>0 will tend to affect the
type I error. When the hazard ratios were larger among subjects with L;; >0 (model (3)), one parameter g-estimation
analysis was anti-conservative for all simulations regardless of the percentage of treatment change. On the other hand,
when the hazard ratios were smaller among subjects with L;; >0 (model (4)), conservativeness was observed throughout
simulations. When the treatment-by-covariate interaction was small (Y55 =—0.1), there were no large differences in the
degree of anti-conservativeness or conservativeness between independent and outcome-dependent cases.

4. Discussion

In any randomized clinical trial, flaws in the design and conduct of the trial can lead to biased results. Bias resulting
from violations of the entry criteria, non-adherence, missing data, or other deviations from the protocol tends to reduce
sensitivity to treatment effects. This may be a more significant issue for non-inferiority trials, as it would tend to bias
results toward a conclusion of similarity. In particular, treatment switching in non-inferiority trials is problematic. In this
paper, we investigated the impacts of different types of treatment changes on the conservatism or anti-conservatism of
analyses based on the ITT, PP, and g-estimation methods for a time-lo-event outcome.

ITT results are anti-conservative in the presence of non-compliance due to treatment change as our simulations
indicated. Thus, ITT results for non-inferiority trials must be carefully evaluated especially when the percentage of
treatment change is high. However, the perception that ITT analysis biases results toward no difference may not always
be true. When non-compliers have available a third treatment or no treatment, the effects of non-compliance may be
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Independent treatment change Outcome-dependent treatment change
Treatment change (per cent) Method Method
Standard Test ITT PP1* ppat G ITT PPI* pp2f G
0 0 3.86 3.86 3.86 2.50 5.02 5.02 5.02 242
15 5.68 3.44 0.02 2.26 9.98 21.28 0.70 2.52
30 9.10 2.90 0.00 2.66 13.98 47.02 0.08 2.66
45 14.26 2.90 0.00 2.72 19.72 72.08 0.00 222
15 0 6.96 4.18 35.54 2.66 10.72 0.40 15.96 2.28
15 10.68 4.04 3.64 2.72 16.82 3.34 3.32 2.72
30 13.94 3.62 0.02 2.58 23.58 14.74 0.48 2.78
45 19.96 3.26 0.00 2.32 31.82 34.52 0.02 2.74
30 0 11.62 4.20 88.02 2.32 17.22 0.02 32.82 2.34
15 16.16 3.88 40.00 2.56 24.50 0.34 10.68 2.46
30 20.98 3.54 2.46 2.34 33.52 2.50 2.00 232
45 28.92 3.82 0.00 2.58 42.34 9.80 0.40 2.50
45 0 17.56 4.36 99.82 2.64 23.00 0.00 58.08 2.38
15 24.58 3.98 94.64 2.44 33.78 0.00 28.20 252
30 29.64 3.68 49.78 2.16 43.00 0.34 8.74 2.22
45 38.56 4.10 2.32 2.34 51.12 2.16 1.30 2.04

*Treatment-switching cases were censored at the time of treatment change.
TTrcatmcnt-switching cases were excluded from the analysis.

Independent treatment change Outcome-dependent treatment change
Treatment change (per cent) (B1,91)=(1,0) Bry)=1,1)
Standard Test lﬁzo ==0.1 lpzo ==05 l/lzo =-0.1 l,[fzo =-05
0 0 3.96 14.66 4.44 15.12
15 3.40 13.26 312 15.16
30 2.96 12.94 3.84 15.85
45 3.66 11.32 4.50 14.68
15 0 3.84 12.86 4.38 15.02
15 3.86 12.46 3.76 15.48
30 3.34 11.20 3.84 15.48
45 3.20 10.42 352 1598
30 0 3.16 10.70 3.92 15.04
15 3.58 11.00 3.94 15.38
30 3.72 9.90 3.94 15.66
45 2.88 8.36 4.28 15.52
45 0 3.56 9.78 4.10 1438
15 3.58 8.72 3.70 14.84
30 3.18 8.78 3.80 15.00
45 2.90 7.06 4.26 15.56

either in the conservative or anti-conservative directions [10, 15]. For example, ITT analysis may be conservative if the
test and standard treatments are equally effective and clinicians tend to end the test treatment sooner than the standard
one. In this case, the results for the test group will appear less effective in the ITT analysis when the non-compliers
are not treated. Although ITT analysis is not ideal, it provides an estimate of the overall treatment effect that would be
realized if the treatment was actually adopted and practiced in the community represented by the trial participants; thus,
ITT analysis is important even for the non-inferiority trials.

PP analysis is often recommended for non-inferiority trials because of the perceived anti-conservativeness of ITT
analysis. Our simulations indicated that PP analysis yields valid results only when treatment changes are independent
of the outcome or when the percentages of treatment changes are the same between treatment groups. In the more
likely scenario in which treatment changes depend on the outcome, PP analysis may be either conservative or anti-
conservative depending on the mechanism underlying the percentage of treatment change. In general, we cannot know
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Independent treatment change Outcome-dependent treatment change
Treatment change (per cent) Pr,y)=01.0) B,r)=0.1)
Standard Test Y20=-0.1 Yo0=-0.5 Ya0=-0.1 Yap=-0.5
0 0 1.42 0.08 1.68 0.18
15 1.86 0.18 1.50 0.10
30 1.44 0.34 1.60 0.06
45 2.16 0.20 1.48 0.12
15 0 1.40 0.28 1.44 0.12
15 2.12 0.22 1.66 0.06
30 1.72 0.30 1.34 0.08
45 1.84 0.52 1.72 0.14
30 0 1.98 0.20 1.24 0.10
15 1.70 0.34 1.36 0.08
30 2.10 0.32 1.50 0.06
45 2.04 0.40 1.48 0.12
45 0 1.74 0.38 1.96 0.20
15 1.58 0.38 1.40 0.10
30 1.94 0.34 1.34 0.06
45 248 0.44 1.38 0.12

which mechanism is at work in typical applied settings. If treatment-switching cases are excluded from the analysis
population (PP2 analysis), the approach could be seriously misleading, even for the case of independent change. Therefore,
one needs to carefully define the PP population in the protocol. While PP analysis clearly addresses the actual benefits
of intervention, it generally leads to biased results because the subjects who strictly adhere to the assigned treatment
are usually a non-random sample of all study subjects. Therefore, even for non-inferiority trials, ITT analysis has an
advantage over PP analysis, because the later fails to maintain the original randomized group.

Randomization-based g-estimation analyses are rarely used in practice. Our simulations showed that g-estimation
analysis yields valid results even for outcome-dependent treatment change when the underlying structural model is
correct. This approach maintains the original randomized group, whereas PP analysis does not. It also addresses the
causal question of the actual benefits of intervention, which is a question of interest in the presence of non-compliance
data, i.e. the effect that would be realized if all subjects complied with the treatment to which they were assigned.
Therefore, g-estimation analysis should be more widely adopted, especially for non-inferiority trials. Greenland et al.
[24] and Cole and Chu [28] stated that g-estimation should become a standard procedure for analysis of trials with
non-compliance.

One weakness of g-estimation analysis is that it relies on the RPSFT model (1). As our simulations indicated, the
approach was either conservative or anti-conservative when treatment-by-covariate interaction existed. The bias was
generally in proportion to the degree of interaction. In practice, interactions with baseline covariates can be handled
by stratification, i.e. subgroup analyses. These subgroup analyses will be required even in the ITT analysis when there
exist important treatment-by-covariate interactions. More formally, Robins and Tsiatis [17] and Mark and Robins [18]
suggested extension of the one-parameter RPSFT model to two-parameter models such as model (3). Multi-parameter
RPSFT models have been fitted by Robins and Greenland [29] and White and Goetghebeur [30]. More work will be
necessary to use the multi-parameter RPSFT models, especially when general non-compliance patterns that include
treatment change, such as having no treatment or a third treatment, are observed in the non-inferiority trials. For example,
when there are subjects who discontinue all treatments, two parameters have to be included in the RPSFT model; i.e.
one is the effect of test treatment compared with no-treatment and the other is the effect of standard treatment compared
with no-treatment. In this situation, there is a problem of one estimating equation for two unknown parameters. Further
research will be needed for this issue.

Certain assumptions must be made to estimate the actual benefits of intervention in the presence of non-random
non-compliance. Robins [16] suggests applying various analytical methods and discussing the consistency of the results
and the assumptions underlying each method. Greenland et al. [24] also state that no single analysis is ideal and multiple
analyses of the same data can be of benefit in interpreting study results, provided that the limitations of each analysis
are recognized.

For simplicity, we assumed in the simulations that treatment change in each subject occurred only once during the
study period. The RPSFT model (1), however, has no such actual limitation [17, 18, 23]. We also assumed that the time
from randomization to the fixed end of the study without death was the only source of censoring. This assumption is
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not realistic, because there will be drop-outs as well as administrative censoring. To adjust for selection bias due to
non-administrative censoring, the inverse probability censoring weighted (IPCW) method has been proposed [31-34].
The underlying principle of the IPCW method is that estimation is based on the observed outcomes, but weights them to
account for the probability of being uncensored. Finally, randomization-based g-estimation analysis can be performed for
other types of outcomes, such as continuous, binary, or count responses, using structural nested mean models [20, 35].

In conclusion, the current requirement that non-inferiority be demonstrated for both the ITT and PP popula-
tions does not necessarily guarantee the validity of a non-inferiority conclusion. PP analysis should be phased out,
and randomization-based g-estimation analysis should be used alongside ITT analysis, especially in non-inferiority
trials.

Appendix A: SAS code for g-test and g-estimation

A g-test of the hypothesis 1y =—1log(d) can be conducted with standard survival analysis software by creating a new
survival time (time_new) and event indicator (event_new) for each subject. These new variables are defined from the
observed data and Y/ as follows:

/* t is survival time

c is administrative censoring time (time from randomization until the end of the study)
s_time is time from randomization until treatment switching (this variable is equal to the observed survival time in
a compliant case)

event = 1 if death, 0 if administratively censored

r = 1 if allocated to test treatment, O if allocated to standard treatment

psi = -log(delta) */

data g; set _data_;

if r=0 then ui=s_time+exp(-psi)*(t-s_time);

else if r=1 then ui=exp(-psi)*s_time+(t-s_time);

if event=1 then time_new=min(ui, c*exp(-psi), c); else time_new=min(c*exp(-psi), c);
if event=1 and time_new=ui then event_new=1;

else if event=1 and time_new ne ui then event_new=0;

else if event=0 then even_new=0;

/* A g-test of the hypothesis ;= —log(d) can be conducted using the score test for the assigned treatment group in
the proportional hazards model as follows: */

proc phreg data = g; model time_new*event_new(0) = r; ods output GlobalTests=score;

run;

To estimate ¥/ (the g-estimate), for each subject we calculate a value for the random variable U;(y) (the variable
name ‘ui’ in the above SAS program) for each of a set {/} of hypothesized values of . For each ¢ in the set {{},
we fit the above proportional hazards model with a new survival time (time_new) and event indicator (event_new), and
tabulate the results. The particular  that yields a score test statistic of zero of r is the g-estimate of Y. Although one
should use a very fine search grid to find the estimate, the function of {i} is not likely to be smooth; hence, we are

unlikely to observe a single Y with an associated test statistic of exactly zero. Therefore, we take as ¥ the smallest

that changes the sign of the test statistic. A test-based 95 per cent confidence interval for 1/A/ is obtained as the set of all
V’s with accompanying test statistic less than |1.96].
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OBJECTIVE. Although iodized oil transarterial chemoembolization (TACE) has been
found to have survival benefit in the care of patients with unresectable hepatocellular carci-
noma, iodized oil infusion chemotherapy without embolization has not been clearly found in-
ferior to or equal to TACE. The purpose of this study was to determine whether one of these
therapies is superior to the other or the two are equal in survival benefit and whether embo-
lization with gelatin sponge particles is indispensable to prolonging survival.

SUBJECTS AND METHODS. A prospective nonrandomized observational cohort study
was conducted over 8 years. Among 11,030 patients with unresectable hepatocellular carcino-
ma, 8,507 underwent TACE, and 2,523 underwent transarterial infusion therapy with an emul-
sion of iodized oil and an anticancer agent as initial treatment. Patients with extrahepatic metas-
tasis or any previous treatment were excluded. The primary end point was all-cause mortality.
To minimize selection bias, propensity score analysis was used to compare the two groups.

RESULTS. During the follow-up period, 5,044 patients (46%) died. In the analysis of all
patients, TACE was associated with a significantly higher survival rate than infusion thera-
py without embolization (hazard ratio, 0.60; 95% CI, 0.56-0.64; p = 0.0001). The propen-
sity score analysis showed that the hazard ratio for death in the TACE group (n = 1,699 pa-
tients) compared with the group who underwent infusion therapy without embolization (n =
1,699) was 0.70 (95% CI, 0.63—0.76; p = 0.0001). The median survival time of the TACE group
was 2.74 years, and the 1-, 3-, and 5-year survival rates were 81%, 46%, and 25%. The cor-
responding values for the group who underwent transarterial infusion therapy without embo-
lization were 1.98 years and 71%, 33%, and 16%.

CONCLUSION. Propensity score analysis showed that in the treatment of patients with
unresectable hepatocellular carcinoma, TACE was associated with significantly better over-
all survival rates than was transarterial infusion therapy without embolization. TACE can be
recommended as initial treatment of these patients.

epatocellular carcinoma (HCC)
is the fifth most common type of
cancer and the third most com-
mon cause of cancer mortality in
[he world [1]. The incidence of HCC is in-
creasing in Japan [2], the United States [3],
and other Western countries [4]. However,
the number of patients who can undergo cu-
rative therapy such as resection, transplanta-
tion, and percutaneous ablation remains low.
A 2005 report by the Liver Cancer Study
Group of Japan showed transarterial chemo-
therapy, including transarterial chemoembo-
lization with iodized oil and gelatin sponge
particles (TACE) and transarterial iodized
oil infusion chemotherapy without emboliza-
tion, accounted for the initial treatment of
36.4% of 16,941 patients with HCC [5].

Randomized controlled trials [6, 7] and
meta-analyses [8, 9] have shown that TACE
is widely performed and recognized as hav-
ing survival benefit in the treatment of pa-
tients with unresectable HCC accompanied
by well-compensated cirrhosis. However,
TACE is not always indicated, especially for
patients with poor liver function and those
with cancer in an advanced stage, because
of the risk of hepatic failure and death after
treatment [10, 11]. Instead, transarterial in-
fusion therapy with an emulsion of iodized
oil and an anticancer agent, also known as
lipiodolization [12], has been performed for
patients in poor condition [13-19].

A few reports have appeared on compari-
sons of the survival associated with transar-
terial iodized oil infusion therapy without
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embolization and that associated with TACE,
but no consensus has been reached. Two
studies [18, 19] showed no significant differ-
ence between the two therapies, another
study [14] showed infusion without embo-
lization was associated with better survival
than was TACE in a subgroup of patients at
high risk, and another study [16] showed the
reverse. We conducted a prospective nonran-
domized observational cohort study to deter-
mine whether one of the therapies is superior
to the other or whether the therapies are
equal in survival benefit. We also evaluated
whether gelatin sponge particles are indis-
pensable to prolonging survival.

Subjects and Methods
Patient Characteristics

During the 8 years January 1994-December
2001, the Liver Cancer Study Group of Japan pro-
spectively collected and biannually registered clini-
copathologic data on 72,836 patients with primary
liver cancer at nearly 800 medical institutions, Data
were collected with a registration and questionnaire
sheet with more than 180 questions. From that pop-
ulation, 11,030 patients (15.1%) with unresectable
HCC were assigned to the current study cohort.
Among these patients, 8,507 (77%) underwent
TACE and 2,523 (23%) underwent iodized oil tran-
sarterial infusion therapy without embolization as
initial treatment. These patients did not receive any
other therapy during the first investigation period of
no more than 2 years. Exclusion criteria were extra-
hepatic metastasis to lymph nodes and other organs
and any previous treatment before the one studied.
The 8,507 patients who underwent TACE in the
current study were among 8,510 patients who par-
ticipated in another study {20].

The diagnosis of HCC was based mainly on
findings with imaging techniques such as sonog-
raphy, dynamic CT, MRI, and angiography or
on findings at pathologic study of biopsy speci-
mens (4.7%). Abnormal elevation of levels of tu-
mor markers also was found: a-fetoprotein greater
than 400 ng/mL (normal, < 20 ng/mL) and des-
y-carboxyl prothrombin more than 100 mAU/mL
(normal, < 40 mAU/mL). Typical HCC was visu-
alized as high attenuation or signal intensity in the
arterial phase and low attenuation or signal inten-
sity or washout in the delayed phase (= 3 minutes
after the initiation of contrast injection) of dynam-
ic CT [21, 22] and dynamic MRI and as a hyper-
vascular lesion at hepatic arteriography. Extrahe-
patic metastatic lesions were routinely examined
with sonography, CT, and chest radiography.

The baseline characteristics of the 11,030 pa-
tients who underwent TACE (n = 8,507) and trans-
arterial infusion therapy without embolization (n =
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2,523) are shown in Table 1. The hepatic function-
al reserve was evaluated as liver damage in grade
A, B, or C in the classification proposed by the
Liver Cancer Study Group of Japan in 2000 and
published in English in 2003 [23] (Table 2). This
classification consists of five clinical and labora-
tory findings: ascites, serum bilirubin concentra-
tion, serum albumin concentration, indocyanine
green relention rate at 15 minutes, and prothrom-
bin activity. The severity of each clinical finding
is evaluated separately. Degree of liver damage is
based on the highest grade that contains at least
two findings. This classification is closely relat-
ed to the Child-Pugh classification and is more
precise for discriminating whether patients with
Child-Pugh A disease, that is, good candidates for
surgical resection, have liver damage grade A or B
[5, 24). Concerning hepatitis B and C virus infec-
tion, four groups were categorized: negative result
for hepatitis B virus surface antigen and positive
result for hepatitis C virus antibody, positive result
for hepatitis B virus surface antigen and negative
result for hepatitis C virus antibody, positive re-
sults for both, and negative results for both. Maxi-
mum tumor size had four subgroups, and number
of tumors had three subgroups.

Tumor Characteristics

The degree of vascular invasion of the portal
vein consisted of the following four categories:
VpO0, no invasion; Vpl, invasion to a third-order
branch; Vp2, invasion to a second-order or seg-
mental portal vein; and greater than Vp3, first-or-
der portal vein including Vp4, main portal trunk.
The degree of hepatic vein invasion was Vv0, no
invasion, and greater than Vvl, any hepatic vein
invasion, including the main hepatic veins and the
inferior vena cava,

The TNM staging adopted in this study was
proposed and revised by the Liver Cancer Study
Group of Japan in 2000 (Table 3) and published
in English in 2003 [23]. This revised TNM sys-
tem was proposed as a new concordant TNM clas-
sification of primary liver cancer by the Interna-
tional Hepato-Pancreato-Biliary Association [25].
Namely, the T category is determined on the basis
of the following three criteria: single lesion, tumor
diameter 2 cm or less, and no vascular or biliary
invasion (Table 3). Category T1 is determined
when three criteria are fulfilled; T2, two criteria;
T3, one criterion; and T4, no criteria. Stages I-
I'VA are determined mainly by the corresponding
T category from T1 to T4,

Technique

A 5-French catheter was advanced to the supe-
rior mesenteric artery to confirm the patency of the
portal vein trunk at postmesenteric portography.

Common hepatic or celiac arteriography was per-
formed to discern the number and location of le-
sions, tumor size, feeding artery, and presence of
anatomic variation, A coaxial microcatheter (2.7 or
3.0 French) was selectively inserted through a
5-French catheter into the feeding artery as close to
the lesion as possible. For multiple foci occupying
the hepatic lobes, the right or left or both hepatic
arteries were treated. For transarterial infusion
therapy without embolization, an emulsion of iodized
oil and an anticancer agent dissolved in contrast
medium was injected with a three-way stopcock.
For TACE, the emulsion was followed by injection
of 0.5- to I-mm-diameter gelatin sponge particles
until cessation of blood flow was recognized under
radiographic monitoring.

The following anticancer agents, in order of fre-
quency used, were administered mostly as single
agents but in some instances as part of multiple-drug
therapy: doxorubicin (20-40 mg/m?), epirubicin
(30-60 mg/m?), analogue of doxorubicin, mitomy-
cin C, cisplatin, or zinostatin stimalamer (4—-6 mg/
kg body weight) [26]. The common dose of iodized
oil was 5 mL/kg body weight (range, 3-10 mL). The
entire dose of iodized oil and gelatin sponge particles
was based on tumor size and the extent of the tumor.
Follow-up consisted of dynamic CT or MRT with
measurement of a tumor marker such as a-fetoprotein
or des-y-carboxyl prothrombin every 3—4 months.
Therapy was repeated on demand when local recur-
rence (regrowth of the treated tumor), intrahepatic
metastasis, or a second primary HCC was found and
the patient would tolerate the therapy.

Statistical Analysis

The survival rates of patients who underwent
TACE or transarterial infusion therapy without
embolization were calculated from the date of di-
agnosis of HCC. Follow-up was ended on Decem-
ber 31, 2003. The primary end point was all-cause
mortality. For the analysis of the patient charac-
teristics of the TACE and therapy without embo-
lization groups, chi-square or Mantel Trend chi-
square tests were used. All-cause mortality was
analyzed with univariate and multivariate Cox
proportional hazards regression models.

Because this study was nonrandomized and ob-
servational, potential confounding (selection) bias
was accounted for with propensity score analysis
[27-29] and a multivariate Cox proportional hazards
model. The propensity score is the probability that a
patient with specific prognostic factors will receive
treatment. It is a scalar summary of all observed
prognostic factors. Within propensity score strata,
prognostic factors in treated and control groups are
similarly distributed, so that stratifying on propensity
score strata removes overt selection bias due to the
prognostic factors. We computed the propensity
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TABLE |: Baseline Characteristics of Patients With Unresectable Hepatocellular Carcinoma Who Underwent
Transarterial Chemoembolization With lodized Oil and Transarterial lodized Oil Infusion Chemotherapy
Without Embolization (n = 11,030)

Transarterial lodized Qil
Transarterial Infusion Chemotherapy
Chemoembolization With Without Embolization
lodized Qil (n=8,507) (n=2,523)
Background Factor No. of Patients % No. of Patients % P
Agely) 0.0144
<60 1,845 22 604 24
260 6,645 78 1,908 76
Sex 0.4076
Men 6,120 72 1,836 73
Women 2,385 28 686 27
Degree of liver damage <0.0001
A 4,000 51 1,046 45
B 3,052 39 964 M
C 768 10 332 14
Hepatitis B and C virus status 0.664
Hepatitis B surface antigen negative, hepatitis C virus antibody positive 6,063 74 1,795 74
Hepatitis B surface antigen positive, hepatitis C virus antibody negative 895 11 266 1"
Both positive 212 3 58 2
Both negative 972 12 3N 13
Maximum tumor size {cm) 0.0004
<2 1,986 24 597 24
2.1-3 1,980 24 577 24
3.1-5 2,319 28 584 24
>5.1 2,072 25 684 28
No. of tumors 0.0016
1 3,645 43 1,040 42
2-3 2,676 32 689 28
>4 2,065 25 722 29
Degree of portal vein invasion <0.0001
Vp0 6,881 88 171717 n
Vpl 322 4 90 4
Vp2 305 4 130 6
>Vp3 347 4 297 13
Degree of hepatic vein invasion <0.0001
Vv0 7,246 97 1,936 95
2 Wi 243 3 106 5
a-Fetoprotein level (ng/mL) <0.0001
<20 2,745 34 124 30
21-400 3,393 42 994 )
>401 2,001 25 700 29
TNM stage <0.0001
1 {TINOMD) 915 12 280 13
11 (T2NOMO) 2,908 39 718 34
11 (T3NOMO) 2,972 40 775 37
IVA (TANOMO) 639 9 318 15

Note—Numbers in the sectians do not equal those in the number columns because of missing values on the questionaire. Some percentages do not total 100 due ta rounding.
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TABLE 2: Degree of Liver Damage According to the Classification of the
Liver Cancer Study Group of Japan

Grade of Liver Damage
Clinical or Laboratory Finding A B c
Ascites None Controllable | Uncontrollable
Serum bilirubin concentration (mg/dL) <2.0 2.0-3.0 >3.0
Serum albumin concentration (g/dL) >3.5 3.0-3.5 <3.0
Indocyanine green retention rate at 15 minutes (%) <15 15-40 >40
Prothrombin activity (%) >80 50-80 <50

Note—Degree of liver damage is based on the highest grade containing at least two findings. For example,
grade C applies if a patient has three clinical findings, one in column B and twa in column C.

TABLE 3: Definitions of TNM Stage Proposed by the Liver Cancer Study

Group of Japan

Criteria

Classification
T category
T Fulfilling 3 criteria
T2 Fulfilling 2 criteria
T3 Fulfilling 1 criterion
T4 Fulfilling no criteria
TNM stage .
| TINOMO
Il T2NOMO
11 T3NOMO
IVA T4NOMO, any T N1MO
VB Any T, NO-1M1

Single lesion, tumor diameter 2 cm or less, and no vascular or biliary invasion

score by using multiple logistic regression with the
dependent variable receiving TACE. The indepen-
dent variables (prognostic factors) were the first nine
variables (all but TNM stage) in Table 1.

To provide optimal control for confounding,
propensity-based matching was used to select con-
trol patients similar (o patients undergoing TACE.
Using a macro (available at http://www2.sas.com/
proceedings/sugi26/p214-26.pdf), we used pro-
pensity scores to match TACE patients to unique
patients undergoing transarterial infusion therapy
without embolization. We tried to match the back-
ground characteristics of the patient in the two
groups by using propensity scores identical to five
digits. If we could not make the match, we pro-
ceeded to four-, three-, two- and one-digit match-
es. We were able to match 1,699 TACE patients
to 1,699 patients undergoing transarterial therapy
without embolization.

For the 3,398-patient propensity score—matched
sample, the survival curves were obtained with the
Kaplan-Meier method and compared by log-rank
test. Although performed with a nonrepresentative
sample of patients undergoing treatment, matched
analyses may yield a more valid estimate of treatment
effect because patients with similar observed charac-
teristics are compared, all of whom are candidates for
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selection of the treatment. All significance tests were
two-tailed, and a value of p < 0.05 was considered
statistically significant. All analyses were performed
with statistical software (SAS version 9.1.3, SAS).

Results
Patient Characteristics in the Whole Sample
In the baseline characteristics of patients
with unresectable HCC who underwent TACE
(n = 8,507) and those who underwent iodized
oil infusion chemotherapy without emboliza-
tion (n = 2,523) (Table 1), there was a signifi-
cant difference between the two groups in the
following variables: age (p = 0.0144), liver
function (p < 0.0001), maximum tumor size
(p = 0.0004), number of tumors (p = 0.0016),
portal and hepatic vein invasion (p < 0.0001),
o-fetoprotein value (p < 0.0001), and TNM
stage (p < 0.0001).

Crude Survival of TACE Patients and Patients
Undergoing Therapy Without Embolization
During an 8-year follow-up period, 3,671
patients (43%) in the TACE group died, and
data on the other 4,836 (57%) were censored;
1,373 patients (54%) in the therapy without
embolization group died, and the data on

1,150 patients (46%) were censored. The me-
dian follow-up period was 1.39 years (range,
0.003-7.99 years) for the TACE group and
0.95 year (range, 0.003-7.97 years) for the
therapy without embolization group. The
median time and overall survival rates at
I-, 2-, 3-, 4-, 5-, and 7-years were 2.76 years
and 82%, 62%, 46%, 34%, 25%, and 15%
for the TACE group and 1.69 years and 66%,
45%, 31%, 23%, 15%, and 7% for the ther-
apy without embolization group. There was
a significant difference between two thera-
pies (hazard ratio [HR], 0.60; 95% CI, 0.56—
0.64; p = 0.0001).

Multivariate analysis of factors affect-
ing time to death of patients who underwent
TACE and iodized oil infusion chemothera-
py without embolization showed that the fol-
lowing seven covariates were independent
factors (Table 4): treatment (HR, 0.63; 95%
CI, 0.59-0.68; p = 0.0001), degree of liver
damage (p = 0.0001), maximum tumor size
(p = 0.0001), number of tumors (p = 0.0001),
portal vein invasion (p = 0.0001), hepatic
vein invasion (p = 0.001), and o-fetoprotein
value (p = 0.0001).

Survival of TACE Patients and Patients
Undergoing Therapy Without Embolization
Matched by Propensity Score

The baseline characteristics of 1,699 pa-
tients treated with TACE and 1,699 treated
with transarterial iodized oil infusion che-
motherapy without embolization matched by
propensity score are shown in Table 5. Un-
like the population as a whole, these two pro-
pensity-matched groups were well balanced.
Regarding portal vein invasion, a significant
difference seen among four subgroups was
not seen in two subgroups categorized as
Vp0-Vpl and greater than Vp3.

The median follow-up periods for the
TACE and infusion chemotherapy with-
out embolization groups were 1.82 and 1.06
years, respectively. The patients with TACE
had a lower risk of death than those who
underwent (reatment without embolization
(HR, 0.70; 95% ClI, 0.63-0.76; p = 0.0001).
The median survival time and overall surviv-
al rates at 1-, 2-, 3-, 4, 5-, and 7-years were
2.74 years and 81%, 62%, 46%, 34%, 25%,
and 15% for TACE versus 1.98 years and
7%, 49%, 33%, 23%, 16%, and 7% for ther-
apy without embolization (Fig. 1).

Discussion

Infusion therapy of an emulsion of iodized
oil and an anticancer agent without gelatin
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