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Multiple interdependent issues negotiations have been
widely studied since most real-world negotiation in-
volves multiple interdependent issues. Our work fo-
cuses on negotiation with multiple interdependent is-
sues in which agent utility functions are nonlinear. In
the field of multiple issue negotiations, there are no
established common testbeds for evaluating protocols.
In this paper, we propose a common testbed creating
tool based on XML that mainly covers the utility func-
tions based on cube-constraints and cone-constraints.
First, we propose a testbed generating tool that in-
puts configuration data and outputs XML formatted
files that represent agent utility spaces. The current
tool can produce four types of utility spaces: Ran-
dom, A Single Hill, Two-Hills, and Several Hills. These
types are observed in real negotiation settings. Also we
define the agent’s utility space information based on
XML formats. By defining the testbed data as XMLs,
users can easily read the files and change the data
structure.

Keywords: multi-issue negotiation, non-linear utility

1. Introduction

Multi-issue negotiation protocols represent an impor-
tant field of study. While there has been a lot of previous
work in this area [1,2], most of it deals exclusively with
simple negotiations involving independent multiple is-
sues. Many real-world negotiation, however, are complex
ones involving interdependent multiple issues. Thus, we
focus on complex negotiation with interdependent multi-
ple issues.

Most negotiation protocols are evaluated based on
one’s own testbed. For example, [3] and [4] are only
evaluated on randomly generated utility spaces. However,
the effectiveness of the negotiation protocols is evaluated
based on the same testbed. Thus, in this paper we propose
a tool that generates testbeds for evaluating multi-issue
negotiation protocols by focusing on the utility function
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based on cube-based constraints [5] and cone-constraints.
Cone-constraints capture the intuition that agent utilities
for a contract usually decrease gradually (rather than step-
wise) by the distance from their ideal contract.

We propose a common testbed generating tool based on
XML. The input is the configuration files that define the
number of issues, the number of agents, etc. The testbed
generating tool produces XML files that define the agent’s
utility spaces in XML format as output. This tool has four
types of utility spaces: Random, A Single Hill, Two-Hills,
and Several Hills. These types of utility spaces are based
on actual negotiation settings.

In this paper, we define XML formats, which represent
utility spaces, that consist of cone-based and cube-based
constraints. By utilizing an XML format, users can eas-
ily understand, modify, and update the meaning of the
data and exchange the data among research communi-
ties. In addition, our XML format does not depend on
a certain environment. In this paper, we show cube-based
and cone-based constraint formats that define the building
blocks of utility function spaces.

We also demonstrate some examples that use our
testbed. We show a JAVA program that searches for agree-
ment contracts in agent utility spaces using Simulated An-
nealing (SA). In this program, the XML structure is ana-
lyzed using Document Object Model (DOM) [6], and then
agreement points are searched for.

The remainder of the paper is organized as follows.
First, we describe a model of nonlinear multi-issue ne-
gotiation. Second, we propose a testbed generating tool
based on XML for multi interdependent issues. Third, we
demonstrate examples using our testbed. Finally, we de-
scribe related works and draw a conclusion.

2. Nonlinear Utility Function

In the literature of multi-issue negotiations, we con-
sider the situation where n agents want to reach an agree-
ment with a mediator who manages the negotiation from
the middle position. There are m issues, s; € S, to be ne-
gotiated. The number of issues represents the number of
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Utility Value

551

4 6 Issue 2

7
Issue 1 /

Fig. 1. Example of a cube-constraint.

utility space dimensions. For example, if there are three
issues, the utility space has three dimensions. The issues
are not “distributed” over agents, who are all negotiating
a contract with N (e.g., 10) issues in it. All agents are
potentially interested in the values for all N issues. Issue
sj has a value drawn from the domain of integers [0,X],
ie,s; € [0,X](1 < j < M). A contract is represented by a
vector of issue values 5= (s1,...,5,). The objective func-
tion for agreement search protocols can be described as
follows:

argmngui(E').............(1)
§ ieN
The proposed protocols in the literature try to find con-
tracts that maximize social welfare, i.e., the total utilities
for all agents. Such contracts, by definition, will also be
Pareto-optimal.

In this paper, we deal with cube-constraints and cone-
constraints as the utility function. Every agent has its own,
typically unique, set of constraints.

[Cube-constraints] An agent’s utility function is de-
scribed in terms of constraints [5]. There are / constraints,
¢ € C. Each constraint represents a region with one or
more dimensions and has an associated utility value. Con-
straint ¢, has value w;(c,5) if and only if it is satisfied by
contract 5(1 < k <[). We call this type of constraint a
“cube-constraint.” Fig. 1 shows an example of a binary
constraint between Issues 1 and 2. This constraint, which
has a value of 55, holds if the value for Issue 1 is in the
range [3,7] and the value for Issue 2 is in the range [4,6].

In recent works (e.g., [7]), several types of cube-
constraints were proposed. We also include a variety of
cube-constraints in our testbed.

[Cone-constraints] An agent’s utility function can be
described in terms of cone-constraints. By formaliz-
ing risk attitude in terms of the cone-constraints, util-
ity function of agents captures the utility information in
real world. Fig. 2 shows an example of a binary cone-
constraint between Issues 1 and 2. This cone-constraint
has a value of 20, which is maximum if the situation is
Seentral = [2,2]. The impact region is w = [1,2]. The ex-
pression for a segment of the base is (x; —2)% + (x; —
2)2/4=1.1

. o.om
1. The general expression is ¥ 2/m? =1
=1
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Fig. 2. Example of cone-constraints.

(A) cube constraints

(B) cone constraints

Fig. 3. Example of utility space with cone constraints.

Suppose there are ! cone-constraints, C = {cz| 1 <
k < 1}.  Cone-constraint c; has gradient function
&k (Seentrar, W), which is defined by two values: central
value Sensrai>, Which is the highest utility in ¢, and impact
region w, which represents the region where cy, is affected.
We assume not only circle-based but also ellipse-based
cones. Thus constraint ¢, has value u;(c,5) if and only if
it is satisfied by contract §. In this paper, impact region w
is not a value but a vector. These formulas can represent
utility spaces if they are in a n-dimensional space.

In addition, cone-constraints can include the risk at-
titude for constraints by configuring gradient function
8k(Scentrar, ). If the agent usually has a risk neutral at-
titude for cy, gx is defined as Fig. 2(B) (e.g., proportion).
However, the attitudes (types) of agent can change from
risk-seeking to risk-averse for making agreements. For
example, if agents have a risk-seeking attitude for con-
straint ¢y, gy is defined as Fig. 2(A) (e.g., exponent). If
an agent has a risk-averse attitude for cy, gy is defined as
Fig. 2(C). If agents have the most risk-averse attitude for
ck, g stays constant. Therefore, ¢ is shaped like a col-
umn if the agents have the most risk-averse attitude. In
real world, there are at least two kinds of risk: 1) the risk
of getting a bad deal, 2) the risk of failing to get a deal. In
this paper, we assume “2) risk of failing to get a deal.”

An agent’s utility for contract 5 is defined as ;(5) =
Y ciec,sex(e) Wilck,5), where x(cy) is a set of possible
contracts (solutions) of ¢;. This expression produces a
“bumpy” nonlinear utility space with high points where
many constraints are satisfied and lower regions where
few or no constraints are satisfied.

Figure 3 shows an example of a nonlinear utility space
with two issues. This utility space is highly nonlin-
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X Number of issues, Number of agents,
Settlng file Number of constraints, Domain

--------------------- Testbed generating tool --
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| (3) Output the XML file]

) ¥ :
E \(1) Define the utility space ‘ :
E [Generation type] E
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! | (2) Generate the constraints |/ * A Single il :
- - Two-Hills !
' + Several Hills :

Fig. 4. Flow of testbed generating tool.

ear with many hills and valleys. [5] proposed a utility
function based on “cube’-constraints. Compared with
cube-constraints, highest point in the utility space is nar-
rower. Therefore, the protocols for making agreements
must search in highly nonlinear utility space. A simple
simulated annealing method to directly find optimal con-
tracts is especially insufficient in a utility function based
on cone-constraints.

We assume, as is common in negotiation contexts, that
agents do not share their utility functions with each other
to preserve a competitive edge. Generally, in fact, agents
do not completely know their desirable contracts in ad-
vance, because their own utility functions are simply too
large. If we have 10 issues with 10 possible values per
issue, for example, this produces a space of 101° (10 bil-
lion) possible contracts, which is too many to evaluate ex-
haustively. Agents must thus operate in a highly uncertain
environment.

3. Common Testbed Based on XML for Nego-
tiation Protocols

3.1. Testbed Generating Tool

We have been implementing a common testbed gener-
ating tool for multi-issue negotiation protocols based on
XML. The input of a testbed generating tool is a configu-
ration file that includes the number of issues and the num-
ber of agents. The output is an XML file that defines the
agents’ utility spaces. The source code for this tool is
downloadable from: http://www-itolab.mta.nitech.ac.jp/
MultilssueNegotiations.

Figure 4 shows the program flow of our testbed gen-
erating tool. First, the utility space is defined based on
the configuration file. Second, constraints are generated
based on the specified type of utility spaces. Finally, an
XML file is outputted. The details of the testbed generat-
ing tool are shown as follows:
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Utility Utility
Issue2 Issue2
Issuel Issuel
(A) RANDOM (B) A Single Hill
Utility Utility
Issue2 Issue2
Issuel Issuel
(C) Two-Hills (D) Several Hills

Fig. 5. Generation type.

(1) Defining utility space: The testbed generating tool
defines the utility space information based on the config-
uration file. The configuration file includes the number
of issues, agents, and constraints as well as the value do-
main per issue. Constraints are classified by the number
of related constraints. For example, a unary constraint is
related to one issue, a binary constraint is related to two
issues, etc. In the configuration file, we write the num-
ber of constraints for each related constraint like “unary
constraints include 10, binary constraints include 5, etc.”

(2) Generating utility spaces: In the current imple-
mentation, the testbed generating tool generates utility
spaces based on four different types of utility spaces: Ran-
dom, A Single Hill, Two Hills, and Several Hills. State-
ments about the details of each type are shown as follows.

Random: in this type, constraints are generated ran-
domly. Such generation is used in the experiments in sev-
eral works [5]. Fig. 5 shows an example of utility space
plotted by all statements as agent constraints. This utility
space plotted is highly nonlinear, as Fig. S(A) shows.

A Single Hill: an example of this type is a collabo-
rative negotiation among the same type of agents. The
utility space plotted by all agents has one higher point,
as Fig. 5(B) shows. In such utility spaces, reaching an
agreement is usually easy.

Two Hills: an example of this type is a bilateral nego-
tiation between two types of agents. In particular, such
negotiation between buyers and sellers is popular. The
utility space plotted by all agents has two higher points,
as Fig. 5(C) shows. In such utility spaces, making agree-
ments is hard because the agents are likely in a hostile
relation.

Several Hills: an example of this type is collaborative
negotiation among more than three other types of agents.
Collaborative design for a car among designers, engi-
neers, and business managers is a concrete example. The
utility space plotted by all agents’ constraints has more
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<?xml version="1.0" encoding="Shift_JIS" standalone="no"?>
<UtilitySpace>

<Dimension>4</Dimension>
<Domain>0-9</Domain>

<Agent no=0 name="Alice">
<ReservationValue>11</ReservationValue>
<Constraint no=0 name="0">
<Cardinality>2</Cardinality>
<Utility>69</Utility>

<Minimum>

<Issue no=2 name="size"> 4 </Issue>
</Minimum>

<Maximum>

<lssue no=2 name="size"> 8 </Issue>
</Maximum>

</Constraint>

<Constraint no=1 name="1">

</Constraint>

</Agent>

</UtilitySpace>

<Agent no=1 name="Bob">
<ReservationValue>15</ReservationValue>
<Constraint no=0 name="0">
<Cardinality>1</Cardinality>

;}Constrainb
</Agent>
</UtilitySpace>

Fig. 6. Example XML for cube-constraints.

than three higher points, as Fig. S(D) shows. In such util-
ity spaces, finding agreement points is hard because there
are too many hills. Thus search algorithms usually try to
find the highest points.

(3) Output XML file: The testbed generating tool out-
puts the XML file on the testbed for negotiation. By out-
putting these files, users can easily understand the infor-
mation. Additionally, users can modify, change, and up-
date the data, and XML data are not dependent on a cer-
tain environment. Users like research communities can
also easily exchange data with each other. The details of
the XML formats are described in the next subsection.

3.2. XML Format for Testbeds

We propose the XML format for expressing the agent’s
utility function. In XML, this information is defined
by tags. The specification of XML formats in cube-
constraints and cone-constraints is described as follows.

XML format for cube-constraints: Fig. 6 shows an ex-
ample of the XML format for cube-constraints. Fig. 7
shows a tree-structured chart for cube-constraints. The
tree-structured chart enables us to understand the parent-
child relation between elements. A detailed description of
the elements is described as follows.
< UtilitySpace>: UtilitySpace element shows the specifi-
cation information about the entire utility space. This el-
ement has the subelements of “Dimension,” “ValueNum-
ber,” and “Agent.”
<Dimension>: This element specifies the number of is-
sues. In Fig. 6, the number of issues is four.
<Domain>: This element specifies the value domain for
each issue. In Fig. 6, the domain of all issues is 0.9.
<Agent>: This element, which specifies the agents, has
attributes of agent’s ID and name. In Fig. 6, the agent’s ID
is 0 and its name is Alice. There could be multiple agent
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<Utility Space>

<Dimension>
<Domain>

Agent’s ID

Agent's Name

4[ <ReservationValue> ]

<Constraint> “

| <Maximum> || <Minimum> || <utiity> | | <Cardinality> |

| <lssue> t I <lssue> l

no. ][ name ]
{_Issue’'s D] { Tssue name

Fig. 7. Tree-structured XML chart for cube-constraints.

elements in UtilitySpace element. This element has the
subelements of ReservationValue and many Constraint el-
ements.
<ReservationValue>>: This element specifies the reserva-
tion utility value for determining whether to “agree” or
“disagree” with the contract alternatives in a negotiation.
In Fig. 6, the reservation value is 21.
<Constraint>: This element, which defines the con-
straints, has the ID of the constraint as an attribute. This
element has the subelements of Issue, Utility, and Cardi-
nality. In Fig. 6, the ID of the constraints is 0.
<Minimum>: This element defines the possible mini-
mum values for each issue. In Fig. 6, the possible min-
imum value of Issue 2 is 4. This means that the value for
the issue should have more than 4.
<Maximum>: This element defines the possible maxi-
mum values for each issue. In Fig. 6, the possible maxi-
mum value of Issue 2 is 8. This means that the value for
the issue should have less than 8.
<Utility>: This element defines the utility value in this
constraint. The constraints have this utility value if the
value for each issue is in the range defined by Issue el-
ements. In Fig. 6, constraint 0 has a value of 69, and it
holds if the value for Issue 1 is 0, the value for issue 2 is
8, the value for Issue 3 is in the range [4, 8], and the value
for Issue 4 is 4.
<Cardinality>: This element shows the number of issues
related to this constraint. In Fig. 6, the cardinality is one.
This is because this constraint is related to issue 2. In the
other words, this constraint is constrained by a issues. In
our definition, the contract has a value if only the issues
related to the constraints satisfy the possible values. In
other words, all values are permitted in other issues not
related to the constraint.

XML formats for cone-constraints: Fig. 8 shows an ex-
ample of an XML for cone-constraints. Fig. 9 shows a
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<?xml version="1.0" encoding="Shift_JIS" standalone="no"?>
<UtilitySpace>
<Dimension>5</Dimension>
<Domain>0-10</Domain>

<Agent name="Alice" no="0">
<ReservationValue>21</ReservationValue>
<Constraint no="0">
<Cardinality>1</Cardinality>
<MaxUtility>122</MaxUtility>
<RiskAttitude>1</RiskAttitude>
<CenterPoint>

<lIssue name="4" no="4">0</Issue>
</CenterPoint>

<Width>

<Issue name="4" no="4">2</Issue>
</Width>

</Constraint>

<Constraint no="1">
<Cardinality>1</Cardinality>

;/'Constrainb
</Agent>
</UtilitySpace>

Fig. 8. Cone-constraints XML.

<Utility Space>

<Dimension>
<Domain>

Agent's ID

4{ <ReservationValue> l

<Constraint> “
Constraint’s 1D

[ <width> | [ <CenterPoint> | <MaxUtility> |
‘ <lssue> } I <Issue> ]

—
S

{UIssue’s ID_J{_Issue name )

Fig. 9. Tree-structured chart for cone-constraints XML.

tree-structured chart for cone-constraints. The XML ele-
ments in the “UtilitySpace” and “Agents” elements are al-
most the same as the XML elements for cube-constraints.
A detailed description of the elements in the cone-based
constraints is described as follows.

<MaxUtility>: This element shows the central value,
which is the highest utility in the constraint. In Fig. 8,
the central value is 122, which is the maximum utility in
the constraint.

<RiskAttitude>: This element shows a gradient function
that represents the risk attitude for making agreements. In
our testbed generating tool, we defined a gradient func-
tion for each number. For example, one is defined that
a gradient function constant is constant. In Fig. 8, the
risk attitude for making agreements is one. Future work
includes an extension that enables users to simply define
the gradient function.

< Width>: This element shows the impact region, which
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XML File (Generated by testbed generating tool)

Y
I(1) Analyze the XML file (using Document Object Model (DOM)‘

Y
1 (2) Define the utiltiy function for per agents l

A
| (3) Make agreements using Simulated Annealing (SA) |

h 4
Output the results

Fig. 10. Program flow using testbeds.

represents the region affected by the constraint. The im-
pact region is defined in each Issue element. In Fig. 8, the
impact region in Issue 4 is two.

<CenterPoint>: This element shows the central point,
where the utility is maximum. In the CenterPoint ele-
ment, the central point is defined by Issue elements. In
Fig. 8, the central point is 0 in Issue 4 and all values are
permitted in other issues (Issues 0-3).

4. Java Program Using the Testbed

In this subsection, we describe the Java program using
the testbeds proposed in the previous section. Our code
was implemented in Java 2 (1.5). The program source
codes are downloadable from: Attp://www-itolab.mta.
nitech.ac.jp/MultilssueNegotiations/.

Figure 10 shows the flow of the JAVA program using
testbeds. This program inputs XML files generated by
the tool. The following are the details of this program
behavior:

Analyzing XML files: in this program, an XML file is
analyzed by a Document Object Model (DOM) [6], which
is a platform and a language-independent standard object
model for representing HTML or XML documents as well
as an Application Programming Interface (API) for query-
ing, traversing, and manipulating such documents. The
information of the structure of the utility space and the
agent’s utility function are read from XML files.

Defining the utility function for each agent: the struc-
ture of the utility space and the agent’s utility function are
defined based on the XML analyzed in the previous step.

Searching agreements using SA: in this program, we
provide a simple agreement algorithm that gathers and ag-
gregates all individual agent’s utility spaces into one cen-
tral place and then finds the most optimal contract using
Simulated Annealing (SA) [8]. In simulated annealing,
the mediator moves randomly if the temperature is high,
but he/she moves to the highest neighbor if the temper-
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ature is low. A simulated-annealing method of making
agreements was employed in previous works [5] because
this search method is superior to other search methods,
such as hill climbing search in multi interdependent issue
negotiation.

In future work, we will generate this program us-
ing other programming languages such as C**, Ruby,
Python, and Perl so that this testbed can be used by many
users.

5. Related Works

As far as the authors know, this is the first attempt to
create a testbed for multiple interdependent issue nego-
tiation protocols. The following is a literature review of
multi-issue negotiation problems. All of these protocols
are evaluated on the original testbed. Our testbed might
provide opportunities to compare these algorithms based
on the same criteria.

Most previous work on multi-issue negotiation ([1, 2,
9]) has only addressed linear utilities. Some researchers
have been focusing on more complex and nonlinear utili-
ties. [10] explored a range of protocols based on mutation
and selection on binary contracts. This paper does not
describe what kind of utility function is used, nor does
it present any experimental analyses, so it remains un-
clear whether this strategy enables sufficient exploration
of utility space. [11] presents an approach based on con-
straint relaxation. [12] presented a protocol that was ap-
plied with near-optimal results on medium-sized bilateral
negotiations with binary dependencies. The work pre-
sented here is distinguished by demonstrating both scal-
ability and high optimality values for multilateral negoti-
ations and higher order dependencies. [13] and [14] also
presented a protocol for multi-issue problems for bilateral
negotiations. [15] and [16] presented a multi-item and
multi-issue negotiation protocol for bilateral negotiations
in electronic commerce situations.

[17] proposed bilateral multi-issue negotiations with
time constraints, and [18] proposed multi-issue negoti-
ations that employ a third party to act as a mediator to
guide agents toward equitable solutions. This framework
also employs an agenda that serves as a schedule for the
ordering of issue negotiations. Agendas are very interest-
ing because agents only need to focus on a few issues.
[19] proposed a checking procedure to mitigate this risk
and showed that by tuning this procedure’s parameters,
outcome deviation can be controlled. These studies reflect
interesting viewpoints, but they focused on just bilateral
trading or negotiations.

6. Conclusion

In this paper, we proposed a testbed generating tool
based on XML for multi-issue negotiation. Our tool pro-
vides a common testbed to evaluate the effectiveness of
multi-issue negotiation protocols. Moreover, users can
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easily understand the meaning of data because it is based
on a simple XML format. In this testbed, four types of
utility spaces were provided that corresponded to real ne-
gotiation cases. Finally, we demonstrated examples of ex-
periments using our testbed in which we analyzed the dif-
ferences among types of utility spaces.
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Summary

Most real-world negotiation involves multiple interdependent issues, which create agent utility functions that
are nonlinear. Our research focuses on developing algorithms that enable this kind of negotiation. We present a novel
bidding-based negotiation protocol that addresses the excessively high failure rates that existing approaches face when
applied to highly complex nonlinear utility functions. This protocol works by using issue dependency information as
follows, First, agents generate an interdependency graph by analyzing the agent’s constraints. Second, a mediator
identifies issue-groups based on the agents’ interdependency graphs, Third, agents generate bids that are divided into
these issue-groups. Finally, the mediator identifies the winning contract by finding the best combinations of bids
in each issue-group. In this paper, we demonstrate that our proposed protocol is highly scalable when compared to

previous efforts in a more realistic experimental setting,
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