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showing expression changes with differences of at least
twofold in magnitude from the untreated controls were
selected, and the “presence” signal in more than 3/4 of sam-
ples in each group showing higher expression values were
selected. Genes showing altered expression in common in
the anti-thyroid agent-exposed groups were also selected.
Real-time RT-PCR: Quantitative real-time RT-PCR was
performed to confirm the expression values obtained with
microarrays using an ABI Prism 7000 Sequence Detection
System (Applied Biosystems Japan, Tokyo, Japan). Genes
those showing altered expression (22-fold, <0.5-fold) in
common in the anti-thyroid agent-exposed groups as com-
pared with untreated control offspring were randomly
selected, irrespective of the presence or absence of statisti-
cally significant difference. As aresult, the following seven
genes (four up-regulated and three down-regulated) with
known function were selected as targets: Tachykinin recep-
tor 3 (Tacr3), Calbindin 1, Slit homolog 2 (Drosophila) and
Pleomorphic adenoma gene-like 1 (Plagl!) as up-regulated
examples, and Myelin-associated oligodendrocytic basic
protein (Mobp), Endothelial ditferentiation, sphingolipid G-
protein-coupled receptor, 8 and CCAAT/enhancer binding
protein as down-regulated. RT was performed using first-
round antisense RNAs prepared for microarray analysis.
For real-time PCR analysis of the genes selected, ABI
Assays-on-Demand™ TaqMan® probe and primer sets from
Applied Biosystems (available at https://products.applied
biosystems.com/ab/en/US/adirect/ab?cmd=catNavigate2
&catID=601267)(n=4/group) were used. For quantification
of the expression data, a standard curve method was applied.
The expression values were normalized to two housekeep-
ing genes, Glyceraldehyde 3-phosphate dehydrogenase and
Hypoxanthine-guanine phosphoribosyltransferase.
Immunohistochemistry: To evaluate the immunohis-
tochemical distribution of the molecules selected by
microarray analysis, the brains of male pups obtained at
PND 20 or PNW 11 were fixed in Bouin’s solution at room
temperature overnight. Six animals were used as untreated
controls, six for 200 ppm MMI, eight for 3 ppm PTU, and
nine for 12 ppm PTU on PND 20. On PNW 11, 10 animals
were used. as untreated controls and 10 for 200 ppm MMI,
nine for 3'ppm PTU, and six for 12 ppm PTU.
Immunohistochemistry was performed on the brain tissue
sections of PND 20 and PNW. 11 animals with antibodies
against Ephrin type A receptor 5 (EphAS; rabbit IgG, 1:50;
Abcam, Cambridge, U.K.) and Tact3 (rabbit polyclonal
antibody, 1:3,000, Novus Biologicals, Inc., Littleton, CO,
U.S.A.), which were incubated with the tissue sections over-
night at 4°C. Antigen retrieval treatment was not performed
for these antigens. Immunodetection was carried out using
a VECTASTAIN® Elite ABC kit (Vector Laboratories Inc.,
Burlingame, CA, U.S.A.) with 3,3’-diaminobenzidine/H,0,
as the chromogen, as previously described [23]. The sec-
tions were then counterstained with hematoxylin and cover-
slipped for microscopic examination.
With regard to EphAS, Efial, a gene encoding the repre-
sentative ligand for this receptor molecule [5], was found to

be up-regulated (=2-fold) by microarray analysis in all of
the groups exposed to anti-thyroid agents in the present
study (Table 1). Because distribution of EphAS has been
confirmed in the pyramidal cells of the hippocampal CAl
region at both developmental and adult stages in mice and at
adult stage in humans [3, 17], we selected this molecule to
examine distribution changes in the present study. Tacr3
was also up-regulated in all of the MMI and PTU groups by
microarray analysis and real-time RT-PCR in the present
study (Table 1). Expression of Tact3 in the hippocampal
CA1 pyramidal neurons has also been confirmed in rats
[11], and therefore, we also selected this molecule for exam-
ination in the expression changes in the present study.

Morphometry of immunolocalized cells and apoptotic
cells: EphAS- or Tacr3-immunoreactive cells distributed in
the pyramidal cell layer or stratum oriens of the hippocam-
pal CAl region were bilaterally counted and normalized to
the number in the length of the CA1 region measured (Fig.
1). Tacr3-immunoreactive cells in the subgranular zone of
the dentate gyrus were also bilaterally counted and normal-
ized for the number in the length of the granular zone mea-
sured. For quantitative measurement of each
immunoreactive cellular component, digital photomicro-
graphs at 100-fold magnification were taken using a BX51
microscope (Olympus Optical Co., Ltd., Tokyo, Japan)
attached to a DP70 Digital Camera System (Olympus Opti-
cal Co., Ltd.), and quantitative measurements were per-
formed using the WinROOF image analysis software
package (version 5.7, Mitani Corp., Fukui, Japan).

Statistical analysis: Numerical data of the number of
immunoreactive cells were assessed using Student’s -test to
compare the untreated controls with each of the anti-thyroid
agent-exposed groups when the variance was homogenous
among the groups using a test for equal variance. If a signif-
icant difference in variance was observed, Aspin-Welch’s #-
test was used instead. The data for gene expression levels
from real-time RT-PCR analysis were analyzed by the
Kruskal-Wallis test, followed by Bartlett’s test. When sta-
tistically significant differences were indicated, Dunnett’s
mutltiple test was used for comparisons with the untreated
controls. For the microarray data, statistical analysis was
performed with GeneSpring® software, and the significance
of gene expression changes was analyzed by Student’s r-test
or ANOVA between the untreated controls and each of the
anti-thyroid agent-exposed groups.

RESULTS

Microarray analysis: Figure 2 shows the Venn diagram
of genes showing altered expression in the microdissected
CA1 pyramidal neurons in the exposure groups in combina-
tion or individually in each exposure group. Many genes
were found to be up- or down-regulated in common in two
of the three groups. The numbers of genes classified into
common categories between the groups or individually in
each group were similar in terms of up- and down-regulated
genes. The number of genes showing up- or down-regula-
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Table 1. List of representative genes showing up- or down-regulation common to 2-mercapto-[-methylimidazole (MMI), 3 and 12 ppm 6-
propyl-2-thiouracil (PTU} (>2-fold, <0.5-fold)

Gene function Accession No.  Gene title Symbol MMI 3ppm 12 ppm
PTU PTU
Up-regulated genes (of 119 genes in total)
Nervous system AI101660 Slit homolog 2 (Drosophila) Slit2 3.0 262 7.08
development
Nervous system NM_024358.1 Notch gene homolog 2 (Drosophila) Notch2 252 201 2.02
development
Nervous system AWS527295 Ephrin AS Efnas 312 346 431
development
Nervous system NM_053465.1 Fucosyltransferase 9 Fut9 213 675 2.11
development
Nervous system BE106256 Sparc/osteonectin, cwev and kazal-like domains Spockl 322 313 2.15
development proteoglycan 1
Calcium ion binding X04280.1 Calbindin | Calbl 448 485 9.00
Calcium ion binding BM386119 UDP-N-acetyl-alpha-D-galactosamine:polypeptide Galnt3 243 230 2.63
N-acetylgalactosaminyltransferase 3 (GalNAc-T3)
Calcium ion binding BI279663 Desmocollin 2 Dsc2 282 2.04 5.62
Calcium fon binding AI105369 Calmodulin-like 4 Calmi4 340 225 5.59
Zinc ion binding BE098686 Similar to Tnf receptor-associated factor | LOC687813 3.10  2.04 2.78
Zinc ion binding BF562032 RAN binding protein 2 Ranbp2 349 267 2,78
Zinc ion binding BF397925 ADAMTS-like 1 Adamtsil 622 255 7.63
Zinc ion binding BF395606 Splicing factor, arginine/serine-rich 7 Sfrs7 493 2.06 2.90
Apoptosis NM _012760.1 Pleomorphic adenoma gene-like 1 Plagll 310 428 6.86
Apoptosis NM_057130.1 Harakiri, BCL2 interacting protein (contains only Hrk 263 273 3.18
BH3 domain)
Cell Adhesion AA850909 Poliovirus receptor-related 2 Pvrl2 474 246 2.61
Cell Adhesion AA819731 Hyaluronan and proteoglycan link protein 4 Hapln4 413 6.67 3.46
Cell Adhesion BI287851 Collagen, type VI, alpha 2 Col6a2 345 219 5.12
lon channel activity AA851939 FXYD domain-containing ion transport regulator 6 Fxyd6 473 261 7.85
‘Other NM_017053.1 Tachykinin receptor 3 Tacr3 732 619 12.49
Down-regulated genes (of 97 genes in tolal)
Nervous system NM_031018.1 Activating transcription factor 2 Atf2 041 036 0.36
development
Neuron migration ~ BF390065 Roundabout homolog 3 (Drosophila) Robo3 0.06 031 0.04
Neuron AF115249.1 Endothelial differentiation, sphingolipid Edg8 040 0.06 0.08
differentiation G-protein-coupled receptor, 8
Neuron NM_024125.1 CCAAT/enhancer binding protein (C/EBP), beta Cebpb 031 043 0.26
differentiation
Myelination X89638.1 Myelin-associated oligodendrocytic basic protein Mobp 035 0.18 0.12
Myelination NM_017190.1 Myelin-associated glycoprotein Mag 047 036 0.29
Myelination NM_022668.1 Myelin oligodendrocyte glycoprotein Mog 044 032 0.19
Myelination NM_012798.1 Mal, T-cell differentiation protein Mal 037 028 0.28
Myelination AA945178 Signal recognition particle receptor, B subunit Srprb 033 027 0.15
transferrin Tf
Zinc ion binding NM_012566.1 Growth factor independent | transcription repressor Gfil 020 044 041
Zinc ion binding AWS529624 Zinc finger protein 91 Zip9%1 033 032 0.38
Actin binding AW522439 Ermin, ERM-like protein Ermn 043 042 0.28
Apoptosis BG377720 Solute carrier family S (sodium/glucose SicSall 025 019 0.19
cotransporter), member |1
Apoptosis U21955.1 Eph receptor A Epha7 034 048 0.18
Cell Adhesion BM391100 Mucin 4, cell surface associated Mucd 043 036 0.27
Other AW435010 Protein tyrosine phosphatase, non-receptor type 3 Ptpn3 038 046 0.36
Other AF312319.1 gamma-aminobutyric acid (GABA) B receptor | Gabbr! 033 041 0.39
Other NM_053936.1 Endothelial differentiation, lysophosphatidic acid Edg2 047 031 031

G-protein-coupled receptor, 2
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Up-regulated genes (22-fold) Down-regulated genes (<0.5-fold)
200 ppm MMI 200 ppm MMI
| 3ppmPTU | | 12ppmPTU | | 3ppmPTU | [ 12 ppm PTU
Fig. 2. Venn diagram of gene populations showing altered expression in the hippoc-

ampal CA1 pyramidal cell layer at postnatal day 20 in response to maternal expo-

sure to propylthiouracil and/or 2-mercapto-1-methylimidazole compared with the

untreated controls. (Left) Up-regulated genes (22-fold). (Right) Down-regulated

genes (<0.5-fold). Abbreviations: MMI, 2-mercapto-1-methylimidazole, PTU, 6-

propy!-2-thiouracil.

Table 2.  Validation of microarray data by real-time RT-PCR
200 ppm MMI 3 ppm PTU 12 ppm PTU
Gene Microarray Real-time RT-PCR Microarray Real-time RT-PCR Microarray Real-time RT-PCR
normalized to normalized to normalized to
Hprt? Gapdh? Hprt Gapdh Hprt Gapdh

Tacr3  732£221%% 4294127 408+ LIS* 619£2.19%F 346+142 376+ 151% 12492 156*% 923+3.00%* 881+ 160
Calbl¥ 4480.66* 3.96+074 3.67+0.16 485£253% 4744248 4934379  9.00+ L85%* 11.13+2.13%* 10.53+3.26*
Slit29  3.04£0.79 2.831£090 4.08+1.15* 2.62+1.16 1.33£0.67  3.67+1.51% 7.08+£2.15%* 4.72+2.57** 8.81+ 1.60%*
Pigll® 3.10£157 1267500 115 +£750 428+288 1833+6.00 19.00£9.00* 6.86+2.85* 30.67+5.33** 27.00 + 8.00%*
Mobp® 035+0.15** 0.6 +£0.22* 0.52£0.16** 0.18£0.07** 024 £0.07** 0.24+0.05%* 0.12+0.02** 0,18 £0.04** 0.16 £ 0.04**
Edg8" 04010.11* 049+0.16* 043+0.13* 0.06+0.05%* 029+0.10%* 028+0.08%* 0.08£0.07* 021 +0.07** 0.18+£0.03**
Cebpb? 031£0.06%* 0.43+0.04%* 038£0.06% 043£0.18% 0774007 076+0.10  026+0.04** 039+0.16** 035+0.22%*

a) Hprt, Hypoxanthine-guanine phosphoribosyltransferase; b) Gapdh, Glyceraldehyde 3-phosphate dehydrogenase; ¢) Tacr3, Tachykinin receptor
3; d) Calbl, Calbindin 1; e} Slit2, Slit homolog 2 (Drosophila); f) Plgl1, Pleomorphic adenoma gene-like 1; g) Mobp, Myelin-associated
oligodendrocytic basic protein; h) Edg8, Endothelial differentiation, sphingolipid G-protein-coupled receptor, 8; i) Cebpb, CCAAT/enhancer
binding protein (C/EBP), beta.

Values are mean £ SD (n=4) relative to the expression level in the untreated controls. Real-time RT-PCR analysis of Hprt and Gapdh was

performed in the analysis of each target gene.

*, %% Significantly different from the untreated controls at P<0.05 and P<0.01, respectively (Dunnett’s multiple comparison test).

tion in response to 12 ppm PTU was approximately 2-fold
higher than that with 3 ppm PTU. The number of genes
showing up- or down-regulation in response to 200 ppm
MMI was in between that elicited by 3 or 12 ppm PTU,
One-hundred nineteen genes were up-regulated in common
by MMI and PTU, with PTU showing up-regulation from 3
ppm. On the other hand, 97 genes showed down-regulation
in all MMI and PTU groups. Representative genes showing
up- or down-regulation in all three groups are shown in the
Table 1. Among the genes listed, genes associated with ner-
vous system development, zinc ion binding, apoptosis and
cell adhesion were commonly up- or down-regulated.
Genes related to calcium ion binding were found to be up-
regulated and those for myelination were often down-regu-
lated.

Real-time RT-PCR analysis: For confirmation of the
microarray data, four genes that were up-regulated and three
that were down-regulated in response to anti-thyroid agents
were selected for mRNA expression analysis by real-time
RT-PCR and the results are summarized in Table 2.

In all exposure groups, many of the expression changes
were similar in the two analysis systems, except for much
higher expression of Plagl! in all exposure groups by real-
time RT-PCR as compared with findings from the microar-
ray system,

Although we performed expression analysis of Efnas by
real-time RT-PCR, expression values were rather low with
great variability between samples, and therefore, reliable
quantitative data could not be obtained (data not shown).

Immunolocalization of EphAS and Tacr3 in the hippoc-

~240-



192

(A) EphA5
“Contid

FEREEY .

e os

Y. SAEGUSA ET AL.

0Cont MMI _3 12
PTU (ppm)

EphAS5 (+) cell count (/mm)

0 Cont MMI 3 12
PTU (ppm)

Tacr3 (+) cell count (fmm)

)} Tacr3 T8

Ry 7 ATy e

Ay pr\ £ ,l
S 3}
<]
Q
= 27
8
ol
®0
g Cont MMI _3 12
= PTU (ppm)

Fig. 3.

Distribution of immunoreactive cells for EphAS and Tacr3 in the hippocampal formation in rats at PND 20 after maternal

exposure to anti-thyroid agents. (A) EphAS-immunoreactive cells with strong intensity located within the pyramidal cell layer
and stratum oriens of the hippocampal CA1 region (arrows). Note the higher number of EphAS-positive cells in a case exposed
to 12 ppm PTU (Right) as compared with the control animal (Left). Bar =100 zan. The graph shows the number of EphAS-pos-
itive cells/unit length (mm) of the CA1 region of the bilateral hemispheres. ** P<0.01 versus untreated controls (Student’s #-
test). (B) Tacr3-immunoreactive cells with strong intensity located within the pyramidal cell layer and stratum oriens of the
hippocampal CA1 region (arrows). Note the higher number of Tacr3-positive cells in a case exposed to 12 ppm PTU (Right) as
compared with the control animal (Left). Bar =100 zm. The graph shows the number of Tacr3-positive cells/unit length (mm)
of the CA1 region of bilateral hemispheres. * P<0.05, ** P<0.01 versus untreated controls (Student’s r-test). (C) Tacr3-immu-
noreactive cells located in the subgranular zone of the dentate gyrus. Bar =50 gm. The graph shows the number of Tacr3-posi-
tive cellsunit length (mm) of the subgranular zone of bilateral hemispheres. Abbreviations: EphAS5, Ephrin type A receptor 5;

MMI, 2-mercapto-1-methylimidazole; PTU, 6-propyl-2-thiouracil, Tact3, Tachykinin receptor 3.

ampal formation: Immunohistochemical localization of
EphAS5 and Tacr3 in the hippocampal formation was exam-
ined at PND 20 and PNW 11.

On PND 20, EphAS showed weak immunoreactivity in
the pyramidal neurons throughout the hippocampal forma-
tion in the untreated controls. This immunoreactivity was
unchanged by exposure to anti-thyroid agents. On the other
hand, very sparse distribution of strongly immunoreactive
cells for EphAS5 was observed in the region of the CA1 pyra-
midal cell layer and stratum oriens in the untreated control
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animals, but immunoreactive cells were significantly
increased showing scattered distribution by PTU at both 3
and 12 ppm (Fig. 3A). MMI-exposed animals also showed
a small increase in the number of strongly positive cells with
EphAS. Increased intensity in immunoreactivity of EphAS
was also observed in the gray matter consisting of neuropil
at the stratum oriens of the CA1 region (Fig. 3A), and also
in the molecular layer of the dentate gyrus at PND 20 after
exposure to anti-thyroid agents, especially in PTU-exposed
groups (data not shown).
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Distribution of immunoreactive cells for EphA5 and Tacr3 in the hippocampal formation at PNW 11 of rats exposed

maternally to anti-thyroid agents. (A) EphAS-immunoreactive cells with moderate staining intensity located within the pyra-
midal cell layer and stratum oriens of the hippocampal CA1 region. EphAS-positive cells in a case exposed to 200 ppm MMI
(Right) as compared with the control animal (Left). The arrows show positive cells. Bar =50 um. The graph shows the number
of EphA5-positive cells/unit length (mm) of the CA1 region of the bilateral hemispheres. (B) Tacr3-immunoreactive cells with
weak to moderate staining intensity located within the pyramidal cell layer and stratum oriens of the hippocampal CAl region
(arrows). Immunoreactivity is rather faint as compared with that observed at PND 20. Note the higher number of Tacr3-posi-
tive cells in a case exposed to 200 ppm MMI (Right) as compared with the control animal (Left). Bar =50 um. The graph
shows the number of Tacr3-positive cells/unit length (mm) of the CAl region of bilateral hemispheres. * P<0.05 versus
untreated controls (Student’s #test). Abbreviations: EphAS, Ephrin type A receptor 5; MM, 2-mercapto- I -methylimidazole;

PTU, 6-propyl-2-thiouracil; Tacr3, Tachykinin receptor 3.

With regards to Tacr3, the number of positive cells was
increased with a scattered distribution showing strong inten-
sity in the CA1 region similarly to that of EphAS5 in the ani-
mals exposed to MMI or PTU on PND 20, but they were
mostly absent in the untreated controls (Fig. 3B). Similarly,
Tacr3-immunoreactive cells were sparse in the subgranular
zone of the dentate gyrus in the MMI and PTU-exposed ani-
mals and in the untreated controls, but there were no differ-
ences in the number of positive cells as compared with the
untreated controls (Fig. 3C). In addition, increased intensity
in neuropil-immunoreactivity of Tacr3 was also observed in
the strata oriens and radiatum of the CA1 region in all expo-
sure groups of anti-thyroid agents (Fig. 3B).

On PNW 11, EphAS showed weak immunoreactivity in
the pyramidal neurons throughout the hippocampal forma-
tion in the untreated controls. This immunoreactivity was
unchanged by exposure to anti-thyroid agents. EphAS5-
immunoreactive cells with moderate staining intensity were
very sparsely observed in the region of the CA1 pyramidal
cell layer and stratum oriens in the untreated control ani-
mals. There was no statistically significant increase in the

number of these immunoreactive cells after exposure to
PTU, while animals exposed to MMI showed a tendency for
an increased number of immunoreactive cells (Fig. 4A).
Increased neuropil-immunoreactivity of EphAS as observed
at PND 20 in exposure groups of anti-thyroid agents was
mostly disappeared at PNW 11 (data not shown).

As well as at PND 20, Tacr3-immunoreactive cells were
mostly absent in the untreated controls at PNW 11; how-
ever, a few immunoreactive cells with weak to moderate
intensity were observed in the stratum oriens of the CAl
region in the animals exposed to anti-thyroid agents. There
was a statistically significant difference in the animals
treated with MMI or 3 ppm PTU compared with the
untreated controls (Fig. 4B). Although the change was non-
significant and lacked dose-dependence, 12 ppm PTU also
showed an increasing tendency in the number of Tacr3-
immunoreactive cells. In addition, increased neuropil-
immunoreactivity of Tacr3 as observed at PND 20 in expo-
sure groups of anti-thyroid agents was mostly disappeared at
PNW 11 (data not shown).

~242-



194 Y. SAEGUSA ET AL.

DISCUSSION

In our recent study using rats [24], after maternal expo-
sure to MMI or PTU, we detected typical hypothyroidism-
related changes in the thyroid-related hormone levels, and
hippocampal CA1 pyramidal neurons due to neuronal mis-
migration, as previously reported [8]. We also observed
white matter changes, which seem to be due to impaired oli-
godendroglial development [6, 21]. To visualize molecules
related to impaired neuronal development, microdissected
CAl region-specific global gene expression profiling was
performed in the present study using the same animals that
were used in our previous study. Two recently published
studies have used microarrays to examine the expression
profiles in the cerebral cortex and hippocampus of genes
linked to developmental hypothyroidism caused by mater-
nal PTU-exposure [7, 19]. In accordance with these studies,
the genes that were significantly down-regulated in the
present study included those that play roles in myelination,
such as Mobp and myelin-associated glycoprotein, sugges-
tive of the reflection of suppressed myelination by develop-
mental hypothyroidism [21]. However, the genes that were
found to be up-regulated on microdissected CA1 pyramidal
cell layer, including Efna$ and Tacr3, in the present study,
have not been identified in previous studies. This difference
may be related to the target tissues collected and the meth-
ods used, including microdissection of CA1 pyramidal cell
layer from paraffin-embedded sections in the present study
versus manual dissection of the cortical tissues from unfixed
tissues in the previous studies.

EphAS is a tyrosine kinase receptor that is almost exclu-
sively expressed in the nervous system [15). EphAS5 and its
ligand are important in mediating axon guidance, topo-
graphic projection, development, cell migration and the
plasticity of limbic structures [15]. In addition, the transient
expression of EphA5 during development is correlated with
early neurogenesis and the migration of differentiated cells
in the midbrain [3]. Thus, although expression of EphAS
was mostly weak in the euthyroid CA1 pyramidal neurons at
PND 20, the increased number of EphA5-expressing cells
with strong intensity in the CA1 region during developmen-
tal hypothyroidism in the present study reflects the neuronal
mismigration caused by anti-thyroid agents. However, this
increase was recovered after cessation of developmental
hypothyroidism. Ephrins and their receptors are recently
identified molecules and functional relationship between
subfamily proteins is largely unknown; however, we, in the
present study, found down-regulation of Epha7, another
subfamily ephrin receptor, in all exposure groups of anti-
thyroid agents (Table 1).

Tacr3, a member of the mammalian tachykinin peptide
neurotransmitter/neuromodulator receptor family, is pre-
dominantly expressed in neurons in both the peripheral and
central nervous systems, including the hippocampus [25].
There is increasing evidence of the role of Tacr3 on the sur-
vival and function of dopaminergic neurons. The survival
of mesencephalic dopaminergic neurons during develop-

ment largely depends on excitatory inputs, and tachykinins,
through their receptors, are reported to play role in excita-
tion [20]. On the other hand, senktide, a Tacr3 agonist, acti-
vates dopaminergic neurons to stimulate the release of
dopamine and serotonin, and hyperlocomotion in gerbils
[14]. Abnormal excitatory action of D,-like receptor, one of
the major subtypes of dopaminergic receptors, was observed
on glutamatergic transmission in the CA1 synapses in the
adult stage of rats after developmental hypothyroidism, sug-
gesting a permanent disruption of synaptic integration in the
CA1 neural networks [16]. While the role of Tacr3 in the
hippocampal CA1 region during development is not clear,
the increase in Tacr3-positive cells with strong intensity in
this region during developmental hypothyroidism suggests a
cell survival effect of tachykinin-3. Although the magni-
tude of the change was decreased, as compared with that at
the end of the developmental hypothyroidism, the increased
number of Tacr3-positive cells in the CAl region of MMI
and 3 ppm PTU-exposed animals may be an outcome of per-
manent disruption of synaptic integration, as described by
Oh-Nishi ef al. [16). However, sparse distribution of Tacr3-
positive cells may reflect that impairment sustained in a
small population of aberrantly migrated neurons.

In conclusion, in this study, we have shown gene expres-
sion profiles showing altered expression in response to
developmental hypothyroidism by analysis on microdis-
sected hippocampal CAl pyramidal cell layer in rats.
Immunohistochemical analysis of the two candidate mole-
cules revealed that developmental hypothyroidism until
weaning is associated with the persistence of Tacr3-express-
ing neurons until the adult stage in the CA1 region, sugges-
tive of the reflection of permanent disruption of synaptic
integration. These findings probably reflect a mechanism to
facilitate cell survival of aberrantly developed neurons due
to mismigration.
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Nanos is one of the evolutionarily conserved proteins implicated in
germ cell development. We have previously shown that NANOS2
plays an important role in both the maintenance and sexual
development of germ cells. However, the molecular mechanisms
underlying these events have remained elusive. In our present
study, we found that NANOS2 localizes to the P-bodies, known
centers of RNA degradation that are abundantly accumulated in
male gonocytes. We further identified by immunoprecipitation that
the components of the CCR4-NOT deadenylation complex are
NANOS2-interacting proteins and found that NANOS2 promotes
the localization of CNOT proteins to P-bodies in vivo. We also
elucidated that the NANOS2/CCR4-NOT complex has deadenylase
activity in vitro, and that some of the RNAs implicated in meiosis
interact with NANOS2 and are accumulated in its absence. Our
current data thus indicate that the expression of these RNA mol-
ecules is normally suppressed via a NANOS2-mediated mechanism.
We propose from our current findings that NANOS2-interacting
RNAs may be recruited to P-bodies and degraded by the enzymes
contained therein through NANOS2-mediated deadenylation.

germ cells | P-body | meiosis

n the mouse, the primordial germ cells (PGCs) are segregated

from the somatic cell lineage at an early gastrulation stage (1).
Although the PGCs are potent producers of both oogonia and
spermatogonia, sexual differentiation is induced after their col-
onization.of the embryonic gonads with somatic cells. However,
the initial steps leading to diversification of these cells have long
remained unsolved. Retinoic acid (RA) signaling has recently
been identified as the initial trigger for feminization (2). RA
molecules derived from the mesonephros trigger meiotic ini-
tiation in female gonocytes via the induction of the RA responsive
gene Stra8, which is required for premeiotic replication (3). In
contrast, male gonocytes are protected from exposure to RA by
CYP26B1, an RA metabolizing enzyme produced from somatic
cells, resulting in the suppression of meiosis up to E13.5 (4, 5). In
addition, Nanos2 expression begins after E13.5 and is required for
the maintenance and promotion of the male germ cell state (6).

Nanos is an evolutionarily conserved RNA-binding protein that
is essential for germ cell development (7). In Drosophila, Nanos
forms a complex with another RNA-binding protein, Pumilio, and
represses the translation of the hunchback, cyclin B, and hid
mRNAs thereby establishing embryonic polarity, mitotic quies-
cence, and suppression of apoptosis, respectively (8-10). Three
Nanos homologs, Nanosl-3, exist in the mouse, among which
Nanos3 and Nanos2 are expressed in the germ cells and are
required to protect these cells from undergoing apoptosis during
migration and after colonization of the male gonads, respectively
(11, 12). In addition, Nanos2 plays a key role during the sexual
development of germ cells by suppressing meiosis and promoting
male-type differentiation in the embryonic male gonads. More-
over, the forced expression of Nanos2 in female gonocytes can
induce the suppression of meiosis and promotion of male-type
gene expression (6). However, the molecular mechanisms un-
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derlying how this protein accomplishes such pleiotropic functions
in the mouse germ cells remain unknown.

In our present study, we find that NANOS2 localizes to P-bodies, a
central hub of RNA degradation (13, 14). We further identify com-
ponents of the CCR4-NOT deadenylation complex as NANOS2-
associated proteins in vivo, which can cleave poly(A) RNA in vitro.
We also show that specific mRNAs interact with NANOS2, and thus
propose that NANOS2 plays a role in recruiting the CCR4-NOT
deadenylation complex to trigger the degradation of specific RNAs.

Results

NANOS2 Localizes at P-Bodies During Gonocyte Development. To
increase our understanding of the molecular mechanisms under-
lying the function of the NANOS?2 protein, we first analyzed the
cellular localization of this protein by immunostaining. Consistent
with the results of our previous western analyses (15), NANOS2
protein was first detectable at E13.5 in the cytoplasm of male mouse
gonocytes. This signal intensity increased until about E16.5 and then
slightly decreased by E17.5. In addition, we found that some of the
NANOS?2 proteins formed discrete foci, the number of which
gradually increased until E16.5 and then decreased thereafter (Fig.
S1 A-F). Because Drosophila Vasa and Tudor are known to form
cytoplasmic foci (16, 17), which are the polar granules in the germ
plasm, we speculated that these NANOS2 foci might colocalize with
the mouse homologs of Vasa, MVH (mouse vasa homolog) (18) and
the Tudor protein TDRD1 (tudor domain containing 1) (19).
However, these foci did not show any clear colocalization with
NANOS?2 (Fig. S2 A-F). We next tested the possibility that the
NANOS? foci might correspond to P-bodies, which are known to
function as a center of RNA degradation. We thus conducted
double-immunostaining using antibodies against the P-body com-
ponents DCP2 and XRN1, an mRNA decapping enzyme and RNA
exonuclease, respectively (13, 14). We were initially surprised to find
that many P-bodies could be specifically observed only in germ cells
and not in the somatic cells in E15.5 male gonads, and also that the
NANOS?2 foci clearly merged with those of DCP2 and XRN1 (Fig. 1
A-F) fromE13.5 to E17.5 (Fig. S3 A-F). This suggests the possibility
that NANOS2 may be involved in RNA degradation.

Nanos2 Functions in the Formation of P-Bodies. We further exam-
ined the status of the P-bodies in the mouse gonads of both sexes
by immunostaining of p54/RCK, a homolog of Drosophila Me31B
and also a marker of these structures (20). Although the P-bodies
seemed to be present in the same number and size in the gon-
ocytes of both sexes at E12.5, they were gradually reduced and
eventually lost by E14.5 in female gonocytes (Fig. S4 E and F). In
contrast, the P-bodies become much larger in both number and
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Fig. 1. NANOS2 localizes to the P-bodies in male mouse gonocytes. (A-L)
Sections prepared from wild-type E15.5 male gonads were double-stained
with mouse anti-NANOS2 (green) (A and D) and either hDCP2 (B) or mXRN1
(E) antibodies (red staining in each case). Arrowheads indicate colocalization
of NANOS2 and hDCP2 (C) or XRN1 (F). DNA was counterstained with DAPI
(blue). (Scale bar in A, 20 pm for all panels.)

size from E14.5, concomitant with the onset of NANOS2
expression, in male gonocytes (Fig. S4 A-D).

To further explore the role of NANOS?2 in P-body formation, we
examined the status of these structures in the absence of Nanos2.
Although there were, somewhat une}spectedly, many P-bodies
detected in both Nanos2*'~ and Nanos2™" male gonocytes at E13.5,
their sizes became gradually larger, whereas their number became
smaller, at the later stages of embryogenesis in the absence of Narnos2
(Fig. 2A-D). Thiswas also observed in Nanos2, Bax double-null male
gonocytes (Fig. 2 E and F), where apoptotic cell death was sup-
pressed, suggesting that apoptosis does not affect P-body status. This
indicates that NANOS?2 is not essential for the assembly of P-bodies
but is required for the maintenance of their normal state. To further
elucidate the functions of NANOS?2 in P-body formation, we also
examined the status of the P-bodies in NANOS2-expressing female
gonocytes (6). Although they could not be detected in normal female
gonocytes at E16.5, we found many P-bodies in NANOS2-expressing
female cells and additionally observed that NANOS?2 localizes at the
P-bodies in these cells (Fig. 2 G-I). These data indicate that
NANOS?2 is sufficient to maintain the number of P-bodies when
female gonocytes have acquired a male-type phenotype due to
NANOS?2 expression.

NANOS2 Interacts with the CCR4-NOT Deadenylation Complex and
Regulates Its Localization. To explore the molecular functions of
NANOS?2, we searched for proteins that interact with it. To this
end, we /prepared male gonadal extracts from Nanos2*'~ and
Nanos2™'~ embryos at E14.5 and subjected them to immuno-
precipitation with anti-NANOS2 antibodies. We found that two
major bands of more than 200 kDa were exclusively precipitated
from Nanos2*'~ gonads, and by mass spectrometric analysis
identified these products as CNOT1, a component of the CCR4-
NOT deadenylation complex (13) (Fig. 3A).

In further immunoprecipitation experiments, we used a trans-
genic mouse line expressing a FLAG-tagged NANOS2 under the
direct control of the Nanos2 enhancer (15) (Fig. S54), since we
had confirmed that this fusion protein was functional (Fig. S5 B-F)
and localized at the P-bodies (Fig. S5 G-I). Western analyses re-
vealed that CNOT1 coprecipitates with FLAG-tagged NANOS2
(Fig. 3B, Upper), confirming the results of our mass spectrometric
analysis. We also found that other components of the CCR4-NOT
complex, CNOT3, CNOT6L/Ccr4b, CNOT7/Cafla, and CNOTY/
Rcd1 (13, 21), also coprecipitated with FLAG-tagged NANOS2,
indicating that NANOS?2 associates with the CCR4-NOT dead-
enylation complex in vivo. We additionally found that this inter-
action is independent of RNA, as the levels of coprecipitated
CNOT proteins were not affected by treatments with RNase (Fig.
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3B). Finally, these CNOT proteins were found to colocalize with
NANOS2 in P-bodies (Fig. 3 C-E and Fig. S6 A-I), suggesting that
this complex may play a role in the activities of these elements.

To better understand the physiological significance of its
interaction with NANOS2, we investigated the localization of
CCR4-NOT deadenylation complex in Nanos2™'~ male gonads
by immunostaining CNOT proteins with DCP1A, another
decapping enzyme and also a component of P-bodies (13, 14).
Although CNOT3 was found to clearly localize to P-bodies in
Nanos2™'~ male gonads (Fig. 3 F-H), we detected only weak
signals for this protein in P-bodies in the absence of NANOS2
(Fig. 3 I-K) even though the levels of CNOT3 are not reduced in
Nanos2™'~ male gonads (Fig. 3L). We obtained similar results for
CNOT1 (Fig. S7). These data suggest that NANOS2 promo-
tes the localization of the CCR4-NOT deadenylation complex to
P-bodies, although a subpopulation of this complex still remains
in these structures in the absence of NANOS2, possibly via a
NANOS2-independent mechanism. Based on these findings and
the fact that the CCR4-NOT deadenylation complex regulates
the first step of mRNA degradation (22), we speculate that
NANOS?2 recruits this deadenylation complex to P-bodies where
it promotes the degradation of RNAs.

Complex of NANOS2 and CCR4-NOT Deadenylation Complex in Male
Germ Cells Retains Deadenylase Activity. To address the critical
question of whether NANOS2-interacting deadenylase actually
has catalytic activity, we used NANOS2-overexpressing (NANOS2
O/E) adult testes to obtain sufficient amounts of this protein and
thus overcome the limitations of using embryonic testis in bio-
chemical analyses. In the testis of the postnatal mouse, NANOS2 is
expressed in a small population of undifferentiated spermatogonia
(23) and localizes to P-bodies (Fig. S8 4-C) as in the male gon-
ocytes. This expression is subsequently lost as these cells differ-
entiate. However, if FLAG-tagged NANOS2 is forcedly and
continuously expressed in the spermatogonial population, the male
mouse become infertile because the spermatogonia remain in an
undifferentiated state in the testis, in which a large number of
NANOS2-positive spermatogonia occupy the periphery of the
seminiferous tubules (23). In addition, FLAG-tagged NANOS2
also localizes to the P-bodies in the spermatogonia in the manner
similar to endogenous Nanos2 (Fig. S8 D-F). We prepared testis
extracts from this mouse and performed immunoprecipitations
with anti-FLAG antibodies and control IgG, and then subjected
these immunoprecipitates to in vitro deadenylase assay (21) (Fig.
44). As shown in Fig. 4B, cleavage of the poly(A) RNA substrate
occurred only with NANOS2 immunoprecipitates, which also
contains the CNOT6L and CNOT?7 catalytic components of the
deadenylation complex (Fig. 4C). These results lead us to propose
that NANOS?2 promotes the degradation of NANOS2-interacting
mRNAs through the deadenylase activity of the CCR4-NOT
complex.

NANOS2 Interacts with Specific mRNAs and May Promote Their
Degradation. Based on our working hypothesis, we further
speculated that (i) the NANOS2 complex should contain specific
mRNAs that would be degraded via NANOS2-mediated dead-
enylation, such that (i) the expression levels of these transcripts
would be low in wild-type male gonocytes but up-regulated in the
absence of NANOS2. To test these possibilities, RNAs that
coprecipitated with FLAG-tagged NANOS2 were purified and
subjected to RT-PCR. Because we had previously shown that
male gonocytes could enter meiosis in the absence of NANOS?2, it
was plausible that mRNAs involved in meiosis might be directly
suppressed through NANOS2-mediated RNA degradation. As
expected, Sycp3, Stra8, Taf7!l, Dazl, and Meisetz (3, 24-27) tran-
scripts that are implicated in meiosis were specifically detected
only in the NANOS?2 protein precipitates despite their very low
expression in male gonads (Fig. 5 A and B). In contrast, the
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Fig. 2. Functional role of NANOS2 during the formation of the P-bodies. (A-E) Male gonadal sections from Nanos2*~ (A and C), Nanos2™~ (8 and D), and
Nanos2™'~Bax™"~ (E) embryos at stages E13.5 (A and B), and E16.5 (C, D, and E) were immunostained with p54/RCK (green) and TRA98 (red) antibodies. (F)
Average number of p54/RCK foci per male gonocyte at E16.5 was quantified in each picture using ImageJ software (National Institutes of Health) and a cell
counter, with the foci of less than a 20 permission value excluded using Photoshop (Adobe). The data shown correspond to two to three pictures. (G-) A
female gonadal section from a NANOS2-expressing embryo at E16.5 was immunostained with anti-FLAG (green) (G) and anti-p54/RCK (red) (H) antibodies.
DNA was counterstained using DAPI (blue). (Scale bar in A, 20pm for A-E and G-1.)

G3pdh, Dnmt3] and Dnmt3a mRNAs did not show specific accu-
mulation in the NANOS?2 precipitates although they are all highly
expressed in male gonads. These data indicate that the mRNAs
involved in meiosis specifically interact with NANOS2 in vivo.
‘We next investigated global changes in gene expression upon the
loss of Nanos2 using comparative GeneChip analyses (Table S1).
The resulting scatter plots showed that many genes become up- or
down-regulated in Nanos2™'~ male gonads by E15.5 (Fig. S9 A-C).
For example, we found that the genes highly expressed only in male
gonocytes, such as Dnmt3l, Tdrd1 and Miwi2/Piwi-like 4 (19, 28, 29),
are down-regulated in the Nanos2™'~ male gonads, whereas Figla,
Lhx8 and Nobox, which have been shown to be essential only for
oogenesis and not for spermatogenesis (30-32), become accumu-
lated in the Nanos2™~ male gonads (6) (Fig. S9 D-I). These results
suggest that male gonocytes cannot enter the male pathways and
become feminized by the up-regulation of female-type genes. In
addition, and consistent with the results of our immunoprecipitation
assay, Sycp3, Stra8, Taf7l, Dazl, and Meisetzs mRNAs were also
found to be up-regulated in Nanos2~'~ male gonads (Fig. 5 C-G).
Our current findings thus indicate that NANOS2-interacting
mRNAs become accumulated if NANOS2 is absent in male gon-
ocytes, which in turn indicates that NANOS2 might be indirectly
affecting the transcription of these genes, or that they are normally

3596 | www.pnas.org/cgi/doi/10.1073/pnas.0908664107

suppressed in wild-type male gonocytes through a NANOS2-
directed mechanism, possibly a deadenylation pathway.

Discussion

Molecular Role of NANOS2. In our current study, we show that the
CCR4-NOT deadenylation complex is coprecipitated with NANOS2
from male gonadal extracts. This is the first evidence that the inter-
action between a Nanos homolog and the CCR4-NOT deadenylation
complex exists in vivo, although it has been shown using a yeast two-
hybrid system that Drosophila Nanos can directly and potently bind to
NOT4, a component of the CCR4-NOT complex (33). Hence, as
suggested previously by Kadyrova et al. for Drosophila Nanos, and as
confirmed by our present analyses in vivo, the recruitment of the
CCR4-NOT deadenylation complex to target mRNAs may be a co-
nserved function of the Nanos proteins.

We also found that NANOS?2 localizes to P-bodies in the male
gonocytes and adult mouse spermatogonia. P-bodies are known to
be a central hub of RNA degradation, in which decapping enzymes
and exonucleases are also localized. However, emerging evidence
in other systems suggests that P-bodies not only function to
degrade RNAs but also to store mRNAs in a translationally qui-
escent state until needed (13). In addition, Drosophila Nanos
promotes the deadenylation of poly(A) tail in hunchback mRNA
and represses its translation without changing the mRNA level
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-247-



A Input(1/60) 1P
E14.5
male gonad RNase - - + - - +
+- - genotype wt tg 1g wt g g (pa)
H m (kDa) CNOT1 52 &= == a == - 200
" CNOT3 - 100
B -200 o H . .
e —bm
CNOT7 s - == § == 30 'Tl}
CNOTY s e e smamm- 33 %‘
1%}
; 3XFLAG- G 15 |8
w  NANOS2 == §;
= L E15.5 L DCP1A + DAPI
P g male gonad ’i
i Nanos2 +/- -/- '::]
: =y -31 5
cno3 el bed 3
NANOS2 ws=s g
ACTIN e s L CNOT3 DCP1A + DAPI

Fig. 3. Interaction between NANOS2 and the CCR4-NOT deadenylation complex. (A) Proteins coimmunoprecipitated with NANOS2 from E14.5 wild-type
(lane 1) and Nanos2™~ (lane 2) male gonadal extracts using rabbit anti-NANOS2 antibodies. Arrowheads indicate CNOT1. *1, nonspecific band; *2, IgG
polypeptide. (B) Immunoprecipitation-Western blot analyses of proteins from male gonadal extracts of wild-type and transgenic embryos expressing
3xFLAG-NANOS2. *3, IgG polypeptide from the anti-FLAG antibody. (C-E) Male gonadal sections from E15.5 embryos were immunostained with mouse
NANOS2 (green) (C) and CNOT3 (red) (D) antibodies. Arrowheads in C-E indicate colocalization between NANOS2 and CNOT3. (F-K) Male gonadal
sections from Nanos2*~ (F-H) and Nanos2™'~ (I-K) embryos at E15.5 were immunostained with DCP1A (red) (G and J) and CNOT3 (green) (F and /)

antibodies. DNA was labeled via DAPI counterstaining (blue). (L) Western blot analyses of proteins from the male gonads of Nanos2*~ and Nanos2

embryos at E15.5.

(34). We cannot therefore rule out the possibility that NANOS2
not only promotes the degradation of mRNAs involved in meiosis
but also retains other transcripts at P-bodies to sequester themin a
translationally inactive state during embryogenesis. These tran-
scripts may be released from the P-bodies and translated to pro-
mote differentiation after birth as NANOS2 expression begins
to disappear.

P-Body Formation in Male Mouse Gonocytes. P-bodies have been
well characterized in yeast and mammalian cultured cells, and
the in vivo status of these foci has begun to be described recently
also in worms and flies (35-38). We found from our current
analyses that P-bodies are specifically formed and/or maintained
in the germ cells of male mouse embryonic gonads, whereas no
such structures are detectable in somatic cells. Furthermore,
female mouse gonocytes fail to maintain P-bodies at later stages

o

of embryogenesis. We thus suggest that P-bodies play roles in
cell-type specific differentiation during mouse development
through RNA metabolism.

It has also been shown that P-bodies are dynamic structures
and that their size and number reflects the status of the mRNA
supply. If the transit of mRNAs into the P-bodies is inefficient,
the size and number of these structures becomes extremely
small. In contrast, they become larger when the mRNA
decapping pathway is blocked (39, 40). Furthermore, it has been
recently reported that deadenylation is required for P-body
formation (41). Taking into account the data presented in these
earlier reports and our current model, P-bodies would be
expected to be small in Nanos2™'~ male gonocytes because the
mRNA supply to these structures and subsequent deadenylation
efficiency would be inhibited in the absence of NANOS2.
However, we were surprised to find that the sizes of the P-bodies
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anti-CNOT7 Ll the testis extracts of a 6-week-old NANOS2 O/E mouse and
) incubated with 5'-fluorescein isothiocyanate-labeled poly
anti-NANOS2 ﬁ (A) RNA substrate for 0, 45, 90, and 180 min. Samples were
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then analyzed on a denaturing sequencing gel, as previously
described (21) (G). (C) Western blot analyses reveaing that
CNOT6L and CNOTY7 are coprecipitated with FLAG-tagged
NANOS2.
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Fig. 5. NANOS2 interacts with specific mMRNAs and may promote their degradation. (A) Male gonadal extracts from wild-type (wt) and transgenic (tg) mice
expressing FLAG-NANOS2 at E15.5 were subjected to immunoprecipitation (IP) with FLAG antibodies. RNA precipitates were analyzed by semi-quantitative
RT-PCR. (B) Quantification of each mRNA enrichment from a FLAG IP of tg extracts using real-time RT-PCR. Fold enrichment of each mRNA coprecipitated
from tg compared with those from wt is indicated. Mean value of three independent QRT-PCR results is shown. (C-G) Expression profiling of the Sycp3 (C),
Stra8 (D), Taf7l (E), Dazl (F), and Meisetz (G) genes in male gonads from Nanos2*'~ and Nanos2™'~ embryos at E13.5-E15.5 using the Affymetrix GeneChip

System as previously described (43) (X-axis; embryonic stage, Y-axis; expression level, black bars; Nanos2*'~ embryos, white bars; Nanos2

became larger in this biological context, although their number
was decreased. These data thus indicate that male gonocytes
have a unique program for P-body formation that occurs both in
a NANOS2-dependent and -independent manner.

mRNAs Targeted by NANOS2. We elucidated that the protein
complex of NANOS2 and CCR4-NOT complex has deadenylase
activity in vitro. We thus expected that the poly(A) tail lengths of
NANOS2-interacting mRNAs would be maintained without
NANOS?2. To test this scenario, we assayed the poly(A) tail length
of NANOS2-interacting mRNAs. However, we could not observe
clear shortening of the poly(A) tail in wild-type male gonads,
possibly because of their low abundance. New experimental sys-
tems will be required in the future to address this issue.

On the other hand, it was noteworthy that we identified Sta8 as a
NANOS2-interactingmRNA because we have shown previously that
Stra8 is up-regulated at the transcriptional level in Nanos2™~ male
gonocytes (6). These data together indicate that the suppression of
Stra8 in male gonocytes is ensured at both the transcriptional and
translational levels, suggesting the critical functional importance of
suppressing this gene during male gonocyte development.

3598 | www.pnas.org/cgi/doi/10.1073/pnas.0908664107

~'~ embryos).

Materials and Methods

Mice. Both the Nanos2 and Bax-knockout mouse lines and PCR methods used
for the verification of each mutant allele have been previously described (11,
42). The NANOS2-expressing mouse line has also been described (23) The
transgene containing 3xFLAG-tagged Nanos2 with the 3’-UTR under the
control of Nanos2 enhancer (9.2 kb upstream sequence) was used for the
production of the transgenic mouse line.

Histological Methods. For immunostaining, mouse gonads of both sexes were
directly embedded in O.C.T. compound (Sakura) and frozen in liquid nitrogen.
After sectioning (8 pm), samples were stained according to standard procedures.

Immunoprecipitation. Extracts of male gonads from E14.5 or E15.5 embryos
were incubated with protein-A beads crosslinked with rabbit anti-NANOS2
antibody or anti-FLAG M2 affinity gel (Sigma).

In Vitro Deadenylase Assay. The testis extracts from NANOS2-expressing mice
were incubated with anti-FLAG M2 affinity gel or Mouse IgG-agarose (Sigma).
After several washes, precipitates were then subjected to a deadenylase assay
as previously described (21).

RT-PCR. After synthesis of first-strand ¢cDNAs with SuperScript lll reverse

transcriptase and (dT)zo primer (Invitrogen), PCR analyses were carried out
either using a regular or real-time protocol.

Suzuki et al.
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GeneChip Analysis. Total RNAs were purified from cells corresponding to the
male gonads of Nanos2-LacZ knock-in heterozygous and homozygous
embryos, and analyzed using a GeneChip Mouse Genome 430 2.0 Array
(Affymetrix).

Details of the methods and primer sequences used for each section are
provided in S/ Text.
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Introduction

There is a growing awareness that networks of protein
interactions and gene regulations are the keys to understanding
diseases and finding accurate drug targets [1]. With the increasing
availability of genome-wide data including those on protein
interactions and gene expressions, numbers of studies have been
done on the structure and statistics of protein interactions and how
diseased genes and drug targets are distributed over the network
[2,3]. Understanding the topological and statistical properties of
interaction networks and their relationships with lethal genes as
well as currently identified drug targets should provide us with
insights into robust and fragile properties of networks and possible
drug targets for the future. We studied budding-yeast and human
protein-protein interaction networks (PINs) to identify the
architectural properties of network structures,

PINs have often been argued to be “scale-free” [4,5], which
mostly means they have power-law frequency-degree distributions.
However, this definition diverges from the original meaning of
being scale-free in terms of the self-similarity of geometric
properties of subject systems and there have been reports that
claim such distributions are “more normal than normal”; thus,
they are not considered to be particularly exotic by themselves [6].
In addition, there are different network topologies with different
robustness and performance properties that maintain power-law
distributions [7]. Therefore, it is very important to identify the

@ PLoS Computational Biology | www.ploscompbiol.org

architectural features of the network bearing the specific utilization
of analysis results in mind. Qur goal in this study was to identify
the network topology of PINs and their relationship with lethal
genes and possible drug targets so that the statistical likelihood of
novel drug targets could be inferred.

A particularly interesting issue in the field of systems
engineering, physics, and systems biology is the trade-off between
the properties of robustess, fragility, and efficiency. Highly
optimized tolerance (HOT) theory is a conceptual framework that
can be used to explain this issue. Although a system conforming to
HOT theory is optimized for specific perturbations and has highly
efficient properties, such a system is extremely fragile against
unexpected perturbations [8,9]. Doyle et al. [8] demonstrated that
the Abline Internet2 router-level topology network conformed to
HOT theory. Nodes in the Abline network with extremely high-
degree nodes connect to a large number of low-degree nodes,
while links between these high-degree nodes are suppressed and
thus they do not form a core backbone for the whole network., A
network having similar structures to the Abline network is defined
as a HOTnet [8]. It would be very interesting to clarify whether
PINs are HOTnets or not.

The two questions addressed in this paper are: (1) what is the
global architecture of PINs? Do they follow the possible
architectural features of scale-free networks created by preferential
attachments or conform to HOT theory, and (2) are there specific
statistical features for proteins that are likely to be drug targets? To
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Author Summary

Genome-wide data on interactions between proteins are
now available, and networks of protein interactions are the
keys to understanding diseases and finding accurate drug
targets. This study revealed that the architectural proper-
ties of the backbones of protein interaction networks
(PINs) were similar to those of the Internet router-level
topology by using statistical analyses of genome-wide
budding yeast and human PINs. This type of network is
known as a highly optimized tolerance (HOT) network that
is robust against failures in its components and that
ensures high levels of communication. Moreover, we also
found that a large number of the most successful drug-
target proteins are on the backbone of the human PIN. We
made a list of proteins on the backbone of the human PIN,
which may help drug companies to search more efficiently
for new drug targets.

answer these questions, budding yeast and human PINs were used
to analyze their structural properties using a series of analysis
methods.

Results

Scale-free Network vs, Highly Optimized Tolerance Network:
A series of analyses was carried out using budding yeast and
human PIN data to identify the topological features of PINs.

In this study, we defined low-degree nodes as nodes with
degrees of less than 5 because Han et al. [10] and Partl and
Nakamura [11] defined hubs as nodes with degrees of more than
6. We then developed a method called moving stratification by
degrees (MSD) to extract sub-networks consisting of hubs with
specific degree distributions where indices such as average cluster
coeflicients would be computed (see Materials and Methods for
details). The analyses revealed that the average cluster coefficient
was very high for sub-networks consisting of hubs with degrees
from 6 to 38, while it was very low for hubs with degrees of more
than 39 in the yeast PIN (see Figure S1 and Table S1). Notably, for
hubs with degrees of less than 38, the difference in cluster
coefficients was generally significant between the yeast PIN and
random network, while there were no significant differences in
cluster coefficients for hubs with degrees of more than 39 (see
Figure S1). Therefore, we defined middle-degree nodes as those
with degrees from 6 to 38 and those with degrees of more than 39
as high. In the same manner, we defined middle- (from 6 to 30)
and high-degree (more than 31) nodes in the human PIN (see
Figure S2 and Table $2). Note that, when we used more stringent
thresholds for middle- (from 10 to 50) and high-degree (more than
51) nodes, the results did not change essentially, i.e., the average
cluster coefficient for middle-degree nodes was much higher than
that for high-degree nodes (see Tables S3 and S4).

The analyses revealed three findings: (1) the network structure
for middle-degree nodes (from 6 to 38 for yeast and from 6 to 30
for human PINs), and high-degree nodes (more than 39 for yeast
and more than 31 for human PINs) has different structures, (2)
middle-degree nodes are tightly connected and form a structure
often called a “stratus”, and (3) high-degree nodes do not connect,
but connect with low-degree nodes, and form an “altocumulus”
structure (Figures 1 and 2). Notably, we used more stringent
thresholds for middle- (degrees from 10 to 50) and high-degree
nodes (degrees more than 51), and found that changing the
thresholds did not essentially affect the results (see Figure S3 and
S4). These results suggests that PINs have an architecture where

@ PLoS Computational Biology | www.ploscompbiol.org
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highly interconnected middle-degree nodes form a core backbone
for the whole network and large numbers of low-degree nodes
connect to high-degree nodes (see Figure 2). This architecture is a
type of network that is suggested as a HOTnet, i.e., a network with
HOT properties, also seen in the Internet router-level topology
[8]. To further confirm this observation, we calculated a graph-
theoretic quantity, s(g), that defines the likelihood high-degree
nodes will be connected to one another (see Materials and
Methods for details). S{g), a value normalized against smax,
indicates that networks with tightly interconnected high-degree
nodes tend to be closer to 1.0, whereas networks with only sparsely
interconnected high-degree nodes tend to be closer to 0.0 (see
Materials and Methods for details). Doyle et al. reported randomly
generated preferential-attachment-type scale-free networks had
relatively high values such as 0.61, whereas a HOTnet exemplified
by a network abstracted from an actual Abilene Internet2 router
topology network had a value as low as 0.34 [8]. We found that the
value of §{g) for the yeast PIN was 0.25 and that of the human PIN
was 0.38. Thus, we could conclude that PINs are HOTnets.
PINs are networks with a modular structure [12-14]. Here,
modularity is defined as characteristics where there are fewer links
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Figure 1. Degree dependent connectivity chart. P(k) gives the
probability that a link of a k-degree node is a link to a node in each sub-
network of the yeast (left) and human (right) PINs. The value of P,(k) is
calculated for a sub-network consisting of high-degree nodes, that
consisting of middle-degree nodes, and that consisting of low-degree
nodes. (A) Distribution of P,(k) for the high-degree sub-network. (B)
Distribution of P, (k) for the middle-degree sub-network. (C) Distribu-
tion of P,(k) for the low-degree sub-network.
doi:10.1371/joumnal.pcbi.1000550.g001
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Figure 2. Cloud topology in yeast and human PINs. Grey, red, and blue nodes correspond to low-, middle-, and high-degree nodes. Grey, red,
green, and blue links correspond to links between low- and high-degree nodes, those between middle-degree nodes, those between middle- and
high-degree nodes, and those between high-degree nodes. For clarity, low- and middle-degree nodes that have no links to high-degree nodes have
been omitted. (A) Altocumulus and stratus structures in the yeast PIN. (B) Stratus structure in the yeast PIN. (C) Altocumulus structure in the yeast
PIN. (D) Altocumulus and stratus structure in the human PIN. (E) Stratus structure in the human PIN. (F) Altocumulus structure in the human PIN.

doi:10.1371/joumnal.pcbi.1000550.g002

between nodes with similar degrees. This only means there are
limited links between high-degree nodes (hubs), whereas there are
links between hubs and low-degree nodes. This is a feature that
was also confirmed in this study (see Figure 2). Modularity in PINs
implies that networks have two features [13]: First, functional units
may be composed of many low-degree nodes that are directly
connected to a hub node. Second, confusion between modules is
avoided by avoiding direct connection between hubs. While there
are arguments against this claim that hubs are tightly connected
because they need to influence one another to achieve an
integrated function for the whole system [15], analysis results
indicate that such integration is most likely to take place via
middle-degree nodes instead of high-degree nodes (see Figure 2).
The distribution of essential genes, synthetic genes, and other
genes are shown in Figure 3. It is interesting to note that both
essential genes and synthetic lethal genes have similar distributions.
The average degree of essential proteins is 4.95 and that of synthetic
lethal proteins is 4.40. However, the Wilcoxon rank sum test
demonstrated that there is no statistical significance between them
(P=10.334). In either case, essential and synthetic lethal proteins are
concentrated on middle-degree nodes and high-degree nodes.
However, the average degree among synthetic sick genes is 4.07 and
this is significantly lower than that among synthetic lethal genes
(P=0.0015). This means genes that have less severe impact are
distributed toward regions with a lower-degree distribution.
Scale-richness: The power law distribution often characterized
for scale-free networks only means that local frequency-degree

@ PLoS Computational Biology | www.ploscompbiol.org

distributions are independent of location along the degree axis,
rather than self-similarity of network structures. However, Tanaka
demonstrated that bacterial metabolic networks are scale rich in
the sense there are different categories of metabolites and enzymes
depending on the degree of nodes [16]. A group of nodes with
high degree tends to be composed of currency molecules such as
ATP and a group of nodes with low degree mostly consists of
enzymes involved in specific cellular functions. In this study, we
investigated if the frequency-degree distribution of proteins for
each functional category exhibited the scale-rich characteristics
reported by Tanaka, Figures 4 and S5 correspond to frequency-
degree plots for proteins in different functional categories in the
yeast PIN and the human PIN. The functional categories were
assigned based on the GO slim ontology. As shown in the figures,
the degree distribution patterns differ among functional categories.
Moreover, proteins with different GO slim annotations have
different average degrees (See Tables S5 and S6). Note that many
functional categories have significantly higher (or lower) average
degrees than the whole PINs (See Tables S5 and S6). These results
suggest that the yeast and human PINs are scale-rich.

Drug Targets: Drug-target molecules are distributed over low-
to middle-level degree nodes with higher probability on middle-
degree nodes. Consistent with reports already published, the
average degree among drug-target nodes (4.74) is higher than the
average degree among all nodes (4.06).

The distribution of known drug targets is shown in Figure 5 and
this is predominantly distributed to middle-degree nodes and
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Figure 3. Degree distribution of essential proteins, synthetic
lethal proteins, synthetic sick proteins, and proteins that do
not belong to any of these (normal proteins). (A) Fraction of
essential proteins to all proteins with degree k (red triangles). (B)
Fraction of synthetic lethal proteins to all proteins with degree k (red
triangles). (C) Fraction of synthetic sick proteins to all proteins with
degree k (red triangles). (D) Fraction of normal proteins to all proteins
with degree k (red triangles). Dashed lines in black give the probability
that a randomly selected protein is essential, synthetic lethal, synthetic
sick, or normal. Dashed lines in red represent fraction of essential,
synthetic lethal, synthetic sick, or normal proteins to all proteins with
degree from k—5 to k+5, when k=38. When k>38, dashed lines in red
represent fraction of essential, synthetic lethal, synthetic sick, or normal
proteins to all proteins with degrees more than 38.
doi:10.1371/joumnal.pcbi.1000550.g003

mostly on backbone of the network. There are almost no drug
targets for high-degree nodes. The distribution of drug targets for
cancer and non-cancerous diseases are in sharp contrast. While
the average degree of target nodes for cancer drugs was 7.82, the
targets for non-cancerous diseases scored only 4.24 (P=0.01).
Moreover, we found that the proportion of drug targets among
low-degree proteins were similar to random expectation. Figure 6
shows distribution of drug targets marked on degree-rank plot.
The drug target molecule that has highest degree is Src with 41
which is the target for drugs such as Dasatinib. Target molecules
for anti-cancer drugs are shifted toward high degree nodes
compare against average and non-anti-cancer drugs.

Discussion

A series of analyses revealed that both the budding yeast and
human PINs are scale-rich and have HOT networks. There are
extensive interconnections among middle-degree nodes that form
the backbone of the network (see Figure 2). Most drug-target genes
concentrate on middle-degree nodes and parts of low-degree
nodes, but not on high-degree nodes. Interestingly, Feldman et al.
(2008) [17] reported that genes harboring inherited disease
mutations also concentrated on middle-degree nodes. Because of
the potential lethality observed in budding yeast (Figure 3A) and
reported high lethality in mouse knockout [2], high-degree nodes
are unlikely to be preferred drug targets or genes with disease
mutations. Since oncogenes tend to be high-degree nodes, they are
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less likely to be drug targets, or one has to accept major potential
side effects. The fact that the degree distribution of cancer-drug
targets is higher than that of non-cancer-drug targets is consistent
with the report by Yao and Rzhetsky [18]. Since high-degree
nodes are predominantdy connected with low-degree nodes
(Figures 1, 2, S3, and S4), the elimination of high-degree nodes
is likely to affect large numbers of low-degree nodes. This may
result in unacceptable side effects since a group of genes that bear
certain functions may be made collectively dysfunctional. Detailed
case studies are warranted to test and verify this possible
interpretation. However, the average degree distribution of
synthetic sick genes (4.07) is less than that of essential genes
(4.95) and synthetic lethal genes (4.40). This implies that a drug
design strategy to generate synergetic effects by targeting less
important targets can be a reasonable option hecause each
compound in such drugs can select targets that have less impact on
the overall system alone.

We found that middle-level degree nodes are the optimal targets
for therapeutic drugs. A similar observation was reported by Yao
and Rzhetsky [18], although they measured the mean degree
among drug targets. In this study, we investigated the degree
distribution of drug targets in greater detail, because we measured
a fraction of drug targets to all nodes with degree & as well as
mapping drug targets on the network structure. It was clearly
identified most of drug targets for drugs that are currently on the
market are concentrated on middle degree nodes that are back
bone of the network and low-degree nodes that tends to have
specific function specific effects. One of novel findings here is that
the distribution of drug targets for low-degree nodes is similar to
random expectation, indicating that there are a certain number of
low-degree drug targets. From these results, we can expect that the
most advantageous targets for combinatorial drugs could be
among low-degree nodes because these could have less severe
impact on the overall system of the human body. This is consistent
with the idea of “long-tail drugs”[19].

Are there any relationships between structures in molecular
networks (i.e., scale-richness in PINs) and the properties of their
underlying genome? Rzhetsky and Gomez [20] proposed a
stochastic model describing the evolutionary growth of molecular
networks. Their model predicts that, in a molecular network, the
shape of the degree distribution will be similar to the shape of the
distribution of domains in the genome. Actually, they showed that,
in the case of the entire yeast PIN, both the degree distribution
and the distribution of the domain followed a power law.
Therefore, it might be interesting to see whether, for each
functional category, the shape of the degree distribution was
similar to that of the domain distribution, when the entire
architecture of domains in genomes becomes available.

In this study, we assumed that the PINs represented all functions
of genes. However, the PINs are just composed of binary protein-
protein binding and proteins have other types of functions, such as
catalyzing reactions with non-protein substrates. Therefore, PINs
reflect a subset of the entire cellular function. This indicates that, if
the complete picture for cellular protein functions could be
considered, our conclusions from the PINs may diverge from what
we presented here. Moreover, at present, the yeast and human
PINs represent incomplete pictures of the actual entire PINs of
these organisms. When data on all the actual entire PINs become
available, we intend to examine all the actual entire PINs to see
whether similar observations to those in this study can be made or
not.

It is interesting to note that both PINs and the Internet topology
are HOTnets. Many of the observed properties in Internet router
topology may be applied to PINs as well. Such properties include
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Figure 5. Distribution of drug targets. (A) Degree distribution. Red triangles represent fraction of drug-target proteins to all proteins with
degree k. The dashed line in black gives the probability that a randomly selected protein is a drug target. (B) Distribution on network topology. Drugs
targets (yellow circles) are mapped on human PIN network topology shown in Figure 2D.

doi:10.1371/journal.pcbi.1000550.g005

robustess against node failure and optimized performance [21]. It

providing more maximum overall bandwidth to users than that

has been reported that analysis using several possible router
topologies found that a HOTnet configuration was most efficient,
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with other network-configuration approaches such as random and
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Figure 6. The long tails in degree distribution of drug targets, targets for cancer, and those for non-cancerous diseases. Proteins
were ranked in decreasing order of their degree k. (A) Rank of a protein with degree k. (B) Rank of a drug target with degree k. (C) Rank of a target
for cancer diseases with degree k. (D) Rank of a target for non-cancerous diseases with degree k. Red, green, and blue lines represent fraction of drug
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PINs have evolved to become efficient and error tolerant. The
series of analyses presented in this report indicate that there are
changes whereby we can rationally design drugs by taking into
account network properties, and additional insights from engi-
neering and physics may further extend our opportunites for
exploring network-based biology.

Materials and Methods

PINs, GO data, and essential genes. Yeast PIN data were
obtained from the Munich Information Center for Protein
Sequences (MIPS) database (http://mips.gsf.de) [22] and human
PIN data were obtained from Rual et al. [23]. The yeast (or
human) PIN contained 4,153 (or 3,023) proteins and 7,417 (or
6,149) non-redundant interactions. The GO slim dataset for the
yeast PIN was from the fip site of the Saccharomyces Genome
Database (SGD)  (fip://genome-fip.stanford.edu/pub/yeast/
literature_curation/) [22] and that for the human PIN was from
the European Bioinformatics Institute (EBI) (ftp://fip.ebi.ac.uk/
pub/databases/GO/goa/HUMAN/). The list of essential genes
from SGD [22] contained 889 essential genes that were mapped to
the yeast PIN.

Synthetic lethal and synthetic sick proteins. We obtained
a list of synthetic lethal and sick interactions from Tong et al. [24].
There were 735 proteins having at least one synthetic lethal
interaction and we defined these proteins as synthetic lethal
proteins, However, there were 816 proteins having at least one
synthetic sick interaction, of which 310 proteins had no synthetic
lethal interactions. We defined these 310 proteins as synthetic sick
proteins, 538 synthetic lethal proteins and 209 synthetic sick
proteins were mapped to the yeast PIN.

Drug-target proteins. To analyze the statistical features of
drug-target genes, we obtained a list of proteins that were targets
of FDA-approved and experimental drugs from Yildirim et al. [3].
This list contained 1,013 drug-target proteins, of which 236 were
mapped to the human PIN, To generate a list of drug-disease
associations, we mapped drugs to diseases by Investigating
information on drugs obtained from the DrugBank database
[25] (information on drugs is contained in the “indications” field
in the DrugBank database). Then, by using the list of drug-disease
associations, we divided drug-target proteins into two groups:
target proteins for cancer drugs and those for non-cancerous
diseases. The human PIN contained 33 target proteins for cancer
and 203 for non-cancerous diseases.

Random network. We generated a random network by
using the method proposed by Maslov and Sneppen [13], where
the following procedures were performed, First, two links in a
network were chosen randomly. Assume that one link connects
nodes A and B, and the other connects nodes G and D. Second,
these links were rewired by exchanging their connecting partners.
That is, nodes A and D were connected, and nodes B and C were
connected. We repeated these two procedures 1,000L times (£ is
the number of interactions in the original network) to generate a
random network, Note that the method did not alter the degree
distribution.

Cluster coefficient. The cluster coefficient of node i is
defined as (= 2¢/k(k—1), where & is the degree of node i and ¢ is
the number of links connecting & neighbors of node i to one
another [26]. When & is zero or one, ( is defined as zero. C} is
equal to one when all neighbors of node i are fully connected to
one another, while G is zero when none of the neighbors are
connected to one another.

Moving stratification by degree. A method of analysis
termed moving stratification by degree (MSD) was developed and
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used to compare three networks, the budding yeast PIN, the
human PIN, and a randomly generated network with exactly the
same degree distribution as the PINs. Hubs were defined as nodes
with degrees of more than six {10,11]. MSD was used to extract
sub-networks consisting of hubs with degrees from k—p to k-u.
In this study, we used =1, 3, 5, and 7. Since a hub is defined as a
node with degrees of more than 6, we used initial values of k.= 7,
9, 11, and 13. Then, £ was scanned up to 300 with step size 1. For
each inidal value (k.= 7, 9, 11, and 13), MSD extracted 293, 291,
289, and 287 sub-networks, respectively. For these sub-networks,
only hub nodes were included. In the following analysis, data from
£=5 were used because changing g did not significanty alter the
results,

The average cluster coefficient <({k)>, average shortest path
length <I(k)>, betweeness centrality B(k), and node ratio
included in largest components G.(k.) in each sub-network from
the PINs were compared with each value from random networks.
The sub-networks were tightly connected when the average cluster
coeflicient was high, While there were no significant differences in
the average cluster coefficient between the PINs and random
networks for high & (k.>38 for the yeast PIN and £.>30 for the
human PIN) (Figures SIA and S2A), the average cluster coefficient
for PINs was significantly higher than that for the random
networks. There were no significant differences in <I(£)> and
G(k) between the PINs and random networks (Figures S1B, S1C,
$2B, and S2C). It is interesting to note that there were no
significant  differences in global properties (ie., betweeness
centrality B(k.)) between PINs and random networks (see Figures
SID and S2D), although difference in local properties (ie.,
average cluster coefficient <({k.)>) were significant between PINs
and random networks (see Figures SIA and $24).

The fraction of essential proteins to all proteins in each sub-
network (FLa(k)) was investigated for the budding yeast PIN
(Figure S1E). The fraction of drug targets to all proteins in each
sub-network (Fiyr{k)) was investigated for the human PIN (Figure
S2E).

There were no known drug-target proteins when k. was over 50
(Fo1(k) = 0 for £>50. See Table $4). This means that high-degree
proteins were unlikely to be drug targets. However, iy(k) is
significantly higher than random expectation when . is between
11 and 32. Thus, middle-degree proteins are biologically
important and can be drug-target proteins. Table S7 lists
middle-degree proteins and their functions categorized by GO
annotation. We can expect novel drug targets to be included in the
list,

Further analyses were carried out by partitioning a network into
three sub-networks, a sub-network consisting of low-degree nodes
(degrees from 1 to 5), that consisting of middle-level degree nodes
(degrees from 6 to 38 for the yeast PIN and from 6 to 30 for the
human PIN), and that consisting of high-degree nodes (degrees
more than 39 for the yeast PIN and more than 31 for the human
PIN). Middle-level nodes formed a tightly coupled stratus structure
whereas high-degree nodes formed a modularized altocumulus
structure,

Tables S1 and S2 show that middle-degree nodes formed a
high-density tightly coupled structure and a middle-degree sub-
network had higher average cluster coefficients than other sub-
networks. The average cluster coefficient of PINs without nodes in
the middle-degree sub-network was substantally lower than that of
the original PIN, In addition, the average shortest distance in the
middle-degree sub-network was almost equal to that of the entire
PINs. Most nodes in the entire PINs or middle-degree sub-network
(over 95% of nodes) were included in the largest component.
However, this is not a case for low-degree or high-degree sub-
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