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HIV-1 has a large genetic diversity. Subtype B HIV-1 is commonly found in patients in developed countries.
In contrast, an increasing number of patients are infected with the non-B subtype viruses, especially with
subtype C HIV-1, in developing countries. It remains to be clarified how mutations or polymorphisms in
non-B subtype HIV-1 influence the efficacy of the approved inhibitors. In this study, we have performed
molecular dynamics simulations on clinically isolated subtype C HIV-1 proteases in complex with three kinds
of approved inhibitors. From the structural and energetic viewpoints, we identified the polymorphisms
influencing on the binding of the inhibitors. The effect of the V821 mutation on the association with chemicals
and the reason for rare appearance of the D30N mutation in subtype C HIV-1 were discussed in terms of the
change of geometry of the residues in HIV-1 protease.

Introduction

Total number of patients infected with human immunodefi-
ciency virus (HIV) is supposed to be 3.3 million in the world
in 2007 and HIV infectious disease is still one of the serious
threats to human beings.! HIV is separated into two types, HIV-1
and HIV-2, and most of the patients in the world carry HIV-1.
According to its high genetic diversity, HIV-1 is classified into
three groups, M (Main), O (Outlier), and N (non-M/non-O).
Viruses in group M are further divided into nine subtypes and
several circulating recombinant forms (CRFs). Among nine
subtypes, subtype B HIV-1 is major in developed countries in
North America and Europe. In contrast, the viruses other than
subtype B, so-called non-B subtype HIV-1, are mainly found
among patients in developing countries in Africa and South East
Asia. Over half of the patients are infected with subtype C HIV-1
in the world.

HIV-1 has a gene coding the viral enzyme called HIV-1
protease (HIV-1 PR).2 Since the inhibition of the action of this
enzyme leads no maturation of viral precursor and incomplete
replication of the virus,® the inhibitors against HIV-1 PR have
been prescribed in the chemotherapy for HIV-1 infectious
disease.*"'? All the PR inhibitors released so far were mainly
developed against subtype B HIV-1 PR. HIV-1 PR has a
formation of homodimer and each monomer consists of 99
amino residues (Figure 1A). Polymorphisms are frequently
observed in HIV-1 PRs.” For example, the K201 mutation
dominantly appears in the PRs of subtype G and CRF02_AG,
M36I appears in PRs of subtypes A, C, D, F, G, CRFO1_AE,
and CRF02_AG, V821 appears in subtype G, and I93L appears
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in subtype C. These polymorphisms are closely related to the
difference in mutational pathways leading to emergence of the
drug resistant variants among subtypes. As some epidemiologi-
cal studies suggested, the polymorphisms in PRs will change
drug efficacy among different subtypes.'*~2* It is interesting to
note that some mutations such as D30N, which is known for
the primary mutation for drug resistance in subtype B PR, are
rarely seen in non-B subtype PRs.'3%5% A study based on the
clinical data with hundreds of the subtype C- and subtype
B-infected patients clearly suggested that a difference was
observed in frequency of the D30N mutation between subtypes
C and B, while little difference was seen for the L90 M
mutation.?® Further, significant differences were found in the
rates of appearance of M36l, L63P, A71 V, V771, and I93L
between subtypes C and B. Hence, the difference in polymor-
phism between subtypes should be seriously considered for
planning the chemotherapeutic protocol for the nonsubtype
B-infected patients. Accordingly, the accumulation of the
knowledge on the susceptibility of inhibitors or the emergence
rate of drug resistant mutations is required for non-B subtype
HIV-1.

In this study, we have performed molecular dynamics (MD)
simulation on the complexes of clinically isolated subtype C
HIV-1 PRs and its inhibitors. Three kinds of HIV-1 PRs are
examined; two of them were isolated from patients who have
no experience on the treatment with PR inhibitors, and one was
isolated from a patient who failed in the therapy with one of
the PR inhibitors; nelfinavir (NFV), because of the appearance
of drug resistant mutations (Figure 1B, and Figure S1 and Table
S1 in Supporting Information). Three kinds of inhibitors:
atazanavir (ATV), nelfinavir (NFV) and saquinavir (SQV), have
been examined through the present computational study (Figure
1C).

Additional MD simulations have been performed on the
complexes of the subtype B HIV-1 PR and the inhibitors

10.1021/jp908314f  © 2010 American Chemical Society
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Figure 1. (A) Structure of HIV-1 PR. Locations of two catalytic aspartates are shown in the ball and stick representation. (B) Clinically isolated
subtype C HIV-1 PR: PR(#1), PR(#2), and PR(#3). The red spheres indicate the D30N, M46L, and N88D mutations that are the primary mutations
causing resistance to NFV. The orange sphere represents L10F, the secondary mutation to NFV. The green spheres represent the natural polymorphism
seen in subtype C HIV-1 PR, differentiated from subtype B HIV-1 PR, The coloring of the spheres is based on HIVdb in Stanford University.? (C)

Chemical structures of ATV, NFV, SQV.

introducing a single amino mutation. The aim of these calcula-
tions is to examine the difference in binding affinity or binding
structure with the inhibitors between subtype B and subtype C
HIV-1 PRs, and to clarify the change in mechanism for
conferring drug resistance from the structural viewpoint. We
particularly focus on (i) the role of the V821 mutation that is a
common polymorphism seen in non-B subtype HIV-1 PR, and
(ii) the effect of the D3ON mutation in subtype C HIV-1 PR.
Since subtype C HIV-1 PR has not sufficiently been surveyed
in terms of the susceptibility for approved inhibitors and the
emergence probability of drug resistant mutations, the informa-
tion obtained in this study will give a hint to select the proper
inhibitors for patients infected with subtype C HIV-1 and be
helpful for the therapy for HIV-1 infectious disease in develop-
ing countries.

Methods

Molecular Dynamics (MD) Simulations. Minimizations and
MD simulations were carried out using the Sander module of
AMBERS.”” The AMBER ff03 force field?® was used as the
parameters for proteins, ions, and water molecules. The general
AMBER force field® was used as the parameters for ATV,
NFV, and SQV. Our originally developed torsion parameters
for the benzamide moiety in NFV, CA-CA-C -N and CA-CA-C

-0, were applied.® Atom charges of inhibitors were determined
from the electrostatic potential obtained from quantum chemical
calculations, followed by the restrained electrostatic potential
(RESP) fitting.>! The stable structure of each inhibitor was
determined through the geometry optimization at the HF/6-
31G(d,p) level and, subsequently, the electrostatic potential was
calculated at the B3LYP/cc-pVTZ level under the ether-phase
condition. The quantum chemical calculations were executed
with Gaussian03 program.3?

We performed simulations of three clinically isolated subtype
C HIV-1 PRs in complex with ATV, NFV, and SQV. These
HIV-1 PRs were labeled as PR(#1), PR(#2), and PR(#3).
Further, we labeled each complexes as PR(#1)-ATV, PR{#1)-
NFV, PR(#1)-SQV, PR(#2)-ATV, PR(#2)-NFV, PR(#2)-SQV,
PR(#3)-ATV, PR(#3)-NFV, and PR(#3)-SQV. Simulations of
subtype B HIV-1 PR in complex with ATV, NFV, and SQV
were also performed. This HIV-1 PR was labeled as PR(WT),
and the complexes were as PR(WT)-ATV, PR(WT)-NFV, and
PR(WT)-SQV. The sequence for HXB2% was applied to
PR(WT). Simulation of PR{(WT) containing the V82I mutation
in complex with ATV was further performed. This HIV-1 PR
was labeled as PR(V82I) and the complex of PR(V82I) and
ATV was as PR(V82I)-ATV. Each initial structure for HIV-1
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PR in complex with ATV, NFV and SQV was constructed from
the atom coordinates of an X-ray crystal structure (Protein Data
Bank (PDB) code, 2AQU, 10HR, 1HXB)?'34% and the respec-
tive mutations were introduced using the LEaP module of
AMBERS. First, we downloaded the file of HIV-1 PR containing
each inhibitor from PDB site. Second, the PDB file was edited
to change the residue names of the mutated residues and to
delete the description on the side-chain atoms of the mutated
residues. Third, the coordinates of the side-chain atoms of the
mutated residues were automatically generated by LEaP module.
Fourth, each model was placed in a rectangular box filled with
about 8000 TIP3P water molecules® with all of the crystal water
molecules remaining, The cutoff distance for the long-range
electrostatic and van der Waals energy terms was set to 12.0
A. The expansion and shrinkage of all covalent bonds connect-
ing to hydrogen atom were constrained using the SHAKE
algorithm.>” Periodic boundary conditions were applied to avoid
the edge effect in all calculations.

Energy minimization was achieved in three steps. Initially,
movement was allowed only for water molecules and ions. Next,
inhibitor and mutated residues were allowed to move in addition
to the water molecules and ions. In this step, the favorable
configurations of the side chains of the mutated residues were
obtained because steric collisions of them were minimized.
Finally, all atoms were allowed to move freely. In each step,
energy minimization was executed by the steepest descent
method for the first 10 000 cycles and the conjugated gradient
method for the subsequent 10 000 cycles. After a 0.1 ns heating
calculation until 310 K using the NVT ensemble condition, a
3.0 ns equilibrating calculation was executed at 1.0 atm and at
310 K under the NPT ensemble condition with an integration
time step of 2.0 fs. The calculation steps described above were
performed both for two protonation states of catalytic residues,
protonated D25/unprotonated D25" and unprotonated D25/
protonated D25". Since the MD simulations showed no large
fluctuations after about 2.5 ns equilibrating calculations for most
of the complexes (Supporting Information Figures S2, S3), we
evaluated the energies of the respective protonation states for
each complex and selected the favorable one for the subsequent
extended simulation. Additional 4.0 ns simulations were per-
formed for the selected protonation state for each complex
model. After 5.0 ns of the totally 7.0 ns equilibrating calculation,
the MD simulations of all complexes showed little fluctuations
(Supporting Information Figures S3, S4).

As for the complexes of PR(V82I)-ATV, the protonation state
was determined in the same manner, using the simulation data
for 3.0 ns. The 7.0 ns MD simulation was performed for the
protonation state of unprotonated D25/protonated D25’. Ad-
ditionally other 7.0 ns MD simulations were executed for
protease only models, that is, PR(#1), PR(#2), and PR(#3)
without inhibitors for the sake of comparison in structure.

Protonation State of Catalytic Residues. Protonation states
of the catalytic aspartic acids D25 and D25" of HIV-1 PR vary
depending on the binding of inhibitor or the type of HIV-1 PR,
Thus, appropriate protonation states of the catalytic aspartic acids
should be determined for each model. We considered two kinds
of protonation states.**"#! One is a combination of protonated
D25/unprotonated D25” states, and the other is the opposite
combination. To determine the protonation states when each
inhibitor is bound to each HIV-1 PR, the free energies of two
kinds of protonation states were compared using calculation data
obtained for the last 0.5 ns of 3.0 ns MD simulations. The free
energies were calculated by the MM/PBSA method,** only
for the inhibitor-PR complex without subtracting the values for
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inhibitor only and/or unbound PR. The same parameter set as
used in the equilibrating calculations was adopted for computing
electrostatic and van der Waals energy terms, and no cutoff was
applied for the calculation, Since the dielectric constants for
the interior of proteins is considered to be in the range of 2 to
4, the interior dielectric constant was set to 2.0.* The outside
dielectric constant was set to 80.0. The pbsa module of
AMBERS was used to solve the Poisson-Boltzmman (PB)
equation, PR(WT)-ATV, PR(WT)-SQV, PR(#1)-ATV, PR(#1)-
NFV, PR(#1)-SQV, PR(#2)-ATV, PR(#2)-NFV, PR(#2)-SQV,
PR(#3)-ATV, and PR(#3)-SQV have been found to favor the
combination of protonated D25 and unprotonated D25’
The other complexes, PR(WT)-NFV and PR#3)-NFV, prefer
the combination of unprotonated D25 and protonated D25’
(Supporting Information Table S2).

Binding Free-Energy Calculation. The binding free energy™
was calculated by the following equation

AG, = AE®® + AE'Y + AG., — TAS
b sol v

int int

where AG, is the binding free energy in solution, AESY and
AES are electrostatic and van der Waals interaction energies
between an inhibitor and a protein, AGy, is the solvation energy,
and TASy is the contribution of vibrational entropy. The
parameters for cutoff and dielectric constant were the same as
those used in determining the protonation state. The snapshot
structures were obtained every 10 ps from the trajectories of
the last 1.0 ns simulation to calculate the terms AESS, AELIY,
and AGj,. The vibrational entropic term TAS, was calculated
using nmode module of AMBER9 at 310 K. The snapshot
structures were collected every 50 ps from the last 1.0 ns
trajectories to estimate TAS,. The modified GB model developed
by Onufriev, Bashford, and Case*® was used to calculate the
solvation energy term. The MM/GBSA results were highly
correlated with the MM/PBSA results, as we described previ-
ously.*® To examine the energetic contribution of each residue,
the energy without vibrational entropy was decomposed into
the contribution from each individual residue by the MM/GBSA
method.

Hydrogen Bond Criteria, The formation of a hydrogen bond
was defined in terms of distance and orientation. The combina-
tion of donor D, hydrogen H, and acceptor A atoms with a
D—H:++ A configuration was regarded as a hydrogen bond when
the distance between donor D and acceptor A was shorter than
3.5 A and the angle H—D—A was smaller than 60.0°,

Results

Sequence of HIV-1 PRs. We investigated three clinically
isolated HIV-1s. Two of them, #1 and #2, were isolated from
patients who had no experience in the treatment with any PR
inhibitors. The other, #3, was isolated from a patient who failed
in treatment with NFV. In this study, we labeled PRs of these
clinically isolated HIV-1s as PR(#1), PR(#2), and PR(#3). The
PR of subtype B HXB2 strain®® was labeled as PR(WT).

The amino acid sequence of each PR was compared with
that of PR(WT). PR(#1) has 14 amino acid mutations, TI28S,
K14R, 115V, L191, K20R, M36l, N37D, R40K, R57K, L63P,
H69K, V821, L89M, and 193L, and PR(#2) has 13 amino acid
mutations, T12P, 115V, K20R, M361, N37K, R40N, R57K,
QO61E, L63T, H69K, T74S, L89IM, and 193L (Figure 1B). All
these mutated residues are located at the nonactive site of PR,
except for V82I of PR(#!). According to HIVdb of Stanford
University,? both kinds of PRs have no primary mutations that
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TABLE 1: Prediction of Susceptibility of the Inhibiters
against the Clinically Isolated PRs’

ATV NFV SQV
PR(#1) susceptible susceptible susceptible
PR(#2) slightly resistant susceptible susceptible
PR(#3) slightly resistant resistant susceptible

¢ An inhibitor is judged to be susceptible, slightly resistant, or
resistant when the binding free energy to a PR is lower than 2 kcal/
mol, higher by 2—5 kcal/mol, or higher more than 5 kcal/mol
compared with that of the wild-type PR, respectively.

are highly involved in the resistance against PR inhibitors. In
contrast, PR(#3) has D30N, M46L, and N88D mutations that
are primary mutations for drug resistance and also one secondary
mutation L10F (Figure 1B). PR(#3) further contains nine amino
acid mutations, T12S, [13V, 115V, L19I, E35D, M36V, R40K,
H69K, and L89I. It has also already been reported that some
mutations such as K20R, M361/V, and H69K are related to
resistance against PR inhibitors and these mutations are seen
in polymorphisms.?2%?

Computational Prediction of the Susceptibility of Inhibi-
tors. The susceptibility of three kinds of inhibitors for the
respective isolated HIV-1 PRs are judged from our simulation
and summarized in Table 1. This judgment is based on the
difference in binding free energy between the complexes with
the isolated and wild-type PRs, which is presented as AAG, in
Table2. In PR(#1), no energetic disadvantage is observed for
NFV and SQV, and the energetic disadvantage is negligible for
ATV compared to PR(WT). Therefore, all PR inhibitors are
concluded to be susceptible to this variant. In PR(#2), an
energetic disadvantage is observed only for the complex with
ATV. Hence this mutant is judged to be weakly resistant only
to ATV. PR(#3) shows the energetic disadvantage for ATV and
NFV and is concluded to be resistant to these two inhibitors.

To support the judgment on the above prediction for
susceptibility, the statistical analysis was carried out on the data
for the binding energy calculation.*® All the computed sampling
data for the binding free energy were confirmed to be in the
normal distribution. The f test with a significance level of 0.05
was performed to examine whether the data have the different
variance or not between WT and each mutant for the respective
inhibitors. Since the hypothesis was rejected for ATV and SQV
for all the mutants, the computed sampling data for ATV and
SQV were concluded to have the same variance between WT
and each mutant. Therefore, Student’s ¢ test was applied for
ATV and SQV, while Welch’s ¢ test was for NFV. According
to the Student’s ¢ test with a significance level of 0.01, the means
of the binding free energies for PR(#2)-ATV and PR(#3)-ATV
were different from that for PR(WT)-ATV. For PR(#1)-ATV,
the null hypothesis was not rejected even with a significance
level of 0.05. The Welch’s ¢ test with a significance level of
0.01 indicated that the means of the binding free energies for
PR(#1)-NFV and PR(#3)-NFV were different from that of
PR(WT)-NFV. The Student’s ¢ test with a significance level of
0.01 suggested the difference of the means of the binding free
energies for PR(#1)-SQV and PR(#2)-SQV compared to that
for PR(WT)-SQV.

Binding Free Energy. Table 2 shows the detailed energy
values in the computation of the binding free energy for the
complexes of the respective PRs and three kinds of inhibitors,
PR(#1) contains no primary mutations known for resistance to
subtype B virus. The energy gain in AAG;, is observed for NFV
and SQV compared to PR(WT), and the calculation shows a
slight energy loss for ATV. PR(#2) also contains no primary
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mutations and the energy gain in AAG, is seen only for NFV
and SQV. Namely PR(#1) and PR(#2) show similar change in
binding energy. Since PR(#3) was isolated from the patient who
failed in the NFV treatment, it is straightforwardly understood
that a large energy loss in AAG;, is observed for the complex
with NFV. PR(#3) also shows the energy loss for ATV,
compared to that for PR(WT). For the purpose of examining
the effect of single mutation, another MD simulation was
performed for the PR in which an amino mutation of V821 was
introduced in PR(WT). The complex of PR(V82I) and ATV
showed no disadvantage in binding free energy compared to
PR(WT).

Table 2 indicates that the electrostatic term mainly dominates
the binding affinity of the complex while the vibrational entropic
term has some degree of influence. As for the complexes
showing the increase in binding affinity, the entropic term
considerably contributes to the stability of the complex in
PR(#1)-SQV and PR(#2)-SQV while van der Waals interaction
enhances the stability of the complexes of PR(#1)-ATV and
PR(#2)-NFV. The balance of the contributions of electrostatic,
van der Waals, and entropic terms also varies for the complexes
showing the decrease in binding affinity. PR(#2)-ATV exhibits
energetic disadvantage in van der Waals term while PR(#3)-
NFV and PR(#3)-SQV show the disadvantage in the electrostatic
term. The standard deviation in binding free energy calculation
is considerably large. Particularly the standard deviation of
entropic term is large compared to AAG,,. Accordingly, we must
be careful for the interpretation of the calculated binding free
energy.

Hydrogen Bonding Networks. All direct and one-water-
molecule-mediated hydrogen bonds between HIV-1 PR and
inhibitor were examined for every complex (Supporting Infor-
mation Tables S3—S6). To survey the formation of hydrogen
bonds, we sampled 1000 snapshot structures from the trajectory
of the last 1.0 ns MD simulation. In all cases, the hydroxyl
group existing at the center of the inhibitors makes a direct
hydrogen bond to D25 or D25 of PR. 150 or 150’ residue of
PRs keeps an one-water-molecule-mediated hydrogen bond to
the inhibitor. Furthermore, different hydrogen bond networks
are observed among PR(#1), PR(#2), PR(#3), and PR(WT) in
complex with each inhibitor.

Direct hydrogen bonds from ATV are connected to D29 and
G48” in PR(WT)-ATV. PR(#1) hardly has the direct hydrogen
bond to ATV. PR(#2) keeps the hydrogen bond to G48" and
D29, while the hydrogen bond to D29’ is weakened. PR(#3)
loses both hydrogen bonds seen in PR(WT), whereas a new
hydrogen bond to D29 appears. As for NFV, PR(WT) has a
direct hydrogen bond between the side chain of D30 and NFV.
This hydrogen bond is kept in PR(#1)-NFV and PR(#2)-NFV.
Although D30 was substituted for N30 in PR(#3), the side chain
of N30 still keeps hydrogen bond to NFV. As for SQV, G48 in
PR(WT) forms a direct hydrogen bond to SQV. In PR(#1)-SQV,
G48 and D30 make direct hydrogen bonds to SQV. G48 in
PR(#2) keeps a hydrogen bond to SQV as well as PR(WT).
In contrast, the hydrogen bond from N2 of SQV disappears in
PR(#3).

Change in Conformation of PRs and Inhibitors. The
averaged structures of PR and inhibitor in each model were
compared with those for the complex in PR(WT). The averaged
structure was obtained from 1000 snapshot structures during
the last 1.0 ns MD simulation. To compare the structure with
that of PR(WT), the averaged structure of each mutant was
superimposed on PR(WT) in respect of atom coordinates of N,
Ca, and C atoms and, then, the root-mean-square deviation
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TABLE 2: Binding Free Energy of the Complex of HIV-1 PR and Its Inhibitor

AGE(kcal/mol) AGY$(kcal/mol) AG;, (kcal/mol) —TAS (kcal/mol) AGy (keal/mol) AAG, (keal/mol)*

PR(WT)-ATV ~15.74 1.7 —=74.1£3.5 11.6£ 1.5 262+175 —52.0

PR(WT)-NFV —242+2.1 —~66.9 4 4.2 125+ 1.7 29.146.8 —49.5

PR(WT)-SQV —151429 —70.1 43 10013 31.1£6.0 —~44.1

PR#1)-ATV —12.8+22 —79.9 £ 3.0 129+ 1.1 288 £ 8.6 -51.0 +1.0
PR(#1)-NFV —18.4 £ 3.0 —722+34 119+£1.5 25.0£9.0 ~53.7 —4.2
PR(#1)-SQV —21.7+ 42 —724+£39 136+ 1.7 27.0+£9.6 —53.5 —9.4
PR(#2)-ATV —17.7+ 3.6 =705+ 4.1 128+ 1.9 27.0£ 5.8 —48.4 +3.6
PR(#2)-NFV —20.0£5.9 —69.1 +2.8 130+£1.2 26274 —49.9 -0.4
PR(#2)-SQV —16.6 £ 3.5 —67.9+4.7 106+ 1.8 25.6 £ 8.6 —48.3 —4.2
PR(#3)-ATV —122+2.1 —76.5+3.6 120+ 1.2 2824174 —48.5 +3.5
PR(#3)-NFV —13.1£1.9 —65.5+3.2 105+ 1.2 253 £ 6.6 —42.8 +6.7
PR(#3)-SQV —13.0+25 —71.5+£3.9 9.0+0.9 30.6 £ 6.2 —44.9 -0.8
PR(V82I)-ATV —2441+24 —80.8 £4.7 154+ 1.5 23.6 £69 —66.2 -13.2

@ Difference from PR(WT).

TABLE 3: Genotype Assay of Clinically Isolated PRs in
Complex with Each Inhibitor

ATV NFV SQV
PR{#1) susceptible” susceptible susceptible
PR(#2) susceptible susceptible susceptible
PR#3) intermediate high-level low-level
resistance® resistance’ resistance’

“Virus of this category hardly shows the reduction in
susceptibility to the drug. ® Virus of this category shows certain
degree of drug resistance between the low-level and the high-level
resistances. © Virus of this category shows the highest levels of the
in vitro drug resistance and/or the patients infected with viruses of
this category generally have little or no virologic response to
treatment with the drug. ? Virus of this category reduces the in vitro
susceptibility to the drug and/or the patients with viruses of this
category may have a suboptimal virologic response to treatment.

(rmsd) value was calculated (Figure 2A). Since the residues
located at the outer part of PR largely fluctuate (Supporting
Information Figure S6), we focused only on the structural change
of the residues located near the active site of HIV-1 PRs. A
prominent structural change is seen in the complexes of PR(#1)-
ATV, PR(#1)-NFV, PR(#2)-NFV, and PR(#3)-NFV at the 80s
loop which corresponds to 80—84th residues of PR, PR(#1)-
ATV and PR(#3)-ATV show a structural change at the flap
region. No significant changes are observed for the other
complexes around the binding pocket. In contrast, the change
in binding pose is more clearly observed for the inhibitors. In
the complexes of PR(#1), the ring parts of the respective
inhibitors, 3’-phenylpyridine group in ATV and phenylsulfanyl
group in NFV, show large deviations, compared with that of
PR(WT). These large structural deviations are also seen in the
complexes of PR(#2). PR(#3) shows the deviation not only at
the ring part but also for the whole part of all the inhibitors.
The quinoline group in SQV shows a considerable deviation in
PR(#3), while PR(#1) and PR(#2) has little change compared
with PR(WT).

Discussion

PR(#1) and PR(#2). Both PR(#1) and PR(#2) were derived
from the patients who were naive for the treatment with PR
inhibitors. The polymorphisms at the 20th, 36th, 69th, and 93rd
residues are commonly seen in both sequences of PR(#1) and
PR(#2). All these amino acid mutations were reported to be
involved in drug resistance of subtype B HIV-1 PR.M722 [t is
important to note that these mutations are not the primary
mutation for drug resistance but the secondary mutation
accompanying with some primary mutations. Hence, judging

from the knowledge accumulated on subtype B PR, these
mutations would not cause the drug resistance by themselves.
Indeed, according to HIVdb, the genotype assay web service
of Stanford University,” both of PR(#1) and PR(#2) were judged
not to cause the resistance against the approved PR inhibitors
(Table 3). Genotype assay is the prediction method for drug
resistance based only on the sequence of the virus and
sometimes used in the clinical scene. The calculated binding
free energy of the present MD simulation has suggested an
almost similar conclusion that NFV and SQV are almost
effective for PR(#1) and PR(#2) as well as PR(WT). Only the
assessment for PR(#2)-ATV complex is different (Table 1).
V821 Mutation. Our simulation suggests that PR(#2) is
weakly resistant only for ATV (Table 1). It is informative to
clarify the cause for the difference in efficacy of ATV between
PR(#1) and PR(#2). A comparison in the amino sequence
between PR(#1) and PR(#2) shows that V821 and V63P
mutations appear only in PR(#1). Since the 82nd residue is
located at the inhibitor-binding site of PR and has direct
interaction with the PR inhibitors, V821 may have some degree
of influence on the binding affinity between PR and its inhibitor.
The 82nd residue is, further, known as a key residue relating to
the recognition of substrate.?>*”% Accordingly, it will be
important to examine the effect of the V82l mutation on the
PR-ATV complex. Several previous studies with X-ray crystal
analysis suggested that the 82nd residue is located at the vicinity
of ring part of ATV (3’-phenylpyridil group).?"**3 Our present
MD simulation indicates that the V821 mutation causes structural
change not only in PR but also in ATV (Figure 2), which leads
the stable binding pose of ATV different from that in PR(WT).
In PR(WT), the side chain of V82 is positioned with facing to
the inner side of the binding pocket (Figure 3A). In contrast,
the side chain of I82 faces opposite to the binding pocket (Figure
3B). Furthermore, 3’-phenylpyridyl group of ATV occupies the
different space compared to PR(WT). 3’-phenylpyridyl group
interacts with the flap region around the 50th residues in
PR(WT), while this group is shifted toward 184 in PR(#1). This
shift will increase the van der Waals interaction between PR
and ATV (Table 2) and, further, induces the formation of
hydrogen bond between D25 and ATV (Supporting Information,
Tables S3 and S4). The binding free energy for the ATV-PR
complex was decomposed into the contributions from the
respective residues (Supporting Information, Figure S8). A
comparison of the decomposed binding energies of PR(#1),
PR(#2), PR(#3) with PR(WT) indicated that noticeable energy
loss appears around the residues of A28’, D29, G48’, and T80".
Inversely, energy gain is observed at the residue of R8 and D29.
All these amino residues are located at the active site, and the
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Figure 2. (A) Three-dimensional plot of rmsd of the average structure of each PR measured from PR(WT). PRs are shown in the colored tube
representation. (B) Three-dimensional plot of rmsd of the average structure of each PR inhibitor measured from PR(WT). Inhibitors are shown in
the colored stick representation. The color means the magnitude of rmsd shown in the bottom bar. The superimposed gray tubes in A and sticks

in B represent the structure in PR(WT).

energy changes were mainly caused by the displacement of the
binding position of ATV.

In order to examine whether the above structural changes
are indeed caused by the V821 mutation, we executed another
3.0 ns MD simulation on PR(V82I)-ATV complex, where
PR(V82I) model was constructed by introducing the V82I
mutation into PR(WT). This simulation on PR(V821) shows that
the side chain of V82I faces opposite to the binding pocket and
3-phenylpyridyl group of ATV is shifted toward 184 (Figure
3C). Our energy calculation shows no loss in binding free energy
both in PR(#1) and PR(V82I) (Table 2). That is, the V821
mutation causes the structural change, but no decrease in binding

affinity. In contrast to PR(#1), PR(#2) does not contain the V82I
mutation and PR(#2)-ATV complex shows the loss in binding
free energy compared to PR(WT). In the binding structure of
the PR(#2)-ATV complex, 3’-phenylpyridyl group of ATV is
slightly shifted as well as PR(#1), but the 82nd residue is not
completely shifted from the original position (Figure 3D).
Because of the slight positional shift, 3’-phenylpyridyl group
still keep the interaction with the flap region of PR in a similar
manner with PR(WT). This halfway position of ATV is
energetically unfavorable. Therefore, we can conclude that the
V821 mutation causes the alteration of the position of side chain
of 182 and the shift of ring part of ATV toward 80" loop. This
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Figure 3. Structure of ATV and the 82nd residue in each model. ATV and the residue are shown by sticks and PR is by tubes. (A) PR(WT)-ATV,

(B) PR(#1)-ATV, (C) PR(#2)-ATV, (D) PR(V82I)-ATV.

shift keeps the energetic stability of the complex of PR and
ATV. The presence of the V821 mutation exerts a strong
influence on the binding with ATV and one of the prominent
characteristics for subtype C HIV-1 PR.

PR(#3). Since PR(#3) was derived from the patient who failed
in the treatment with NFV, PR(#3) contains mutations known
to confer resistance against NFV. The genotype assay based
on the HIVdb of Stanford University suggested the resistance
to NFV and, further, indicated the resistance to ATV and SQV.
The calculated binding free energy in our present work gave a
similar conclusion. That is, a large loss in binding free energy
is observed for the PR(#3)-NFV complex, compared with
PR(WT), and the energy loss is also seen for the complexes
with ATV. The D30N mutation appearing in PR(#3) is well-
known as the primary mutation causing the resistance against
NFV and frequently seen in the patient who was infected with
subtype B HIV-1 and failed in the treatment with NFV.22% In
subtype B HIV-1 PR, the break of the hydrogen bond between
the side chain of N30 and NFV due to the D30N mutation is
the main reason for causing resistance to NFV.3%152 The
hydrogen bond between the side chain of N30 and NFV is,
however, maintained in PR(#3) in contrast with the subtype B
D30N-mutated PR (Supporting Information, Tables S3 and S6).
As our previous simulation on the D30N/M36 V doubly mutated
subtype B PR suggested, the M36 V mutation in PR(#3), which
is also reported to be involved in resistance to NFV,? will
induce the formation of hydrogen bonds between NFV and
N30.%2 Therefore, the M36 V mutation is effective for keeping
the hydrogen bond both in subtype B and subtype C PRs. The
hydrogen bond was observed to disappear for a while for 7.0
MD simulation and the m-pheny! group of NFV was occasion-
ally change its position in the PR(#3)-NFV complex. This means
that the chain of N30 cannot make a strong hydrogen bond with
m-phenyl group of NFV compared to D30. This will be a reason
for low binding affinity of NFV to PR(#3).

In the PR(#3)-ATV complex, the binding free energy was
diminished compared to PR(WT) due to the shift of the binding

position of ATV. This position shift is reflected in the disap-
pearance of hydrogen bonds seen in PR(WT) and the appearance
of another direct hydrogen bond between D29 and O2 of ATV
(Supporting Information, Table S6). No energy loss was
observed in the PR(#3)-SQV complex. This result is compatible
with the findings that PR(#3) contains few mutations related to
SQV resistance.?

D30N Mutation. PR(#3) is the subtype C HIV-1 PR
containing the D30N mutation: The appearance of the D30N
mutation was, however, reported to be rare in the subtype C
HIV-1 showing the drug resistance to NFV.13182526 Therefore,
it is informative to clarify the reason why the D30N mutation
rarely appears in subtype C HIV-1 PR from the structural
viewpoint. Some experimental findings indicated that the rare
appearance of the D30N mutation in subtype C HIV-1 PR is
closely related to the replication ability of the virus.?»* The
replication ability of subtype C HIV-1 containing the D30N/
N88D mutation was lower than the variant containing the L90
M mutation, though the D30N/N88D and L90 M mutations are
known as the primary mutation conferring resistance against
NFV in subtype B HIV-1.26 It has been reported that the 29th
and 87th residues in PR are related to the stability of dimer
formation.’>>* Considering this finding, we paid our attention
to the structure of the 29th and 87th residues in the PR(#3)-
NFV complex. If the structural stability of HIV-1 PR is reduced,
the enzymatic activity of PR to cleave the peptide linkage of
substrate will be seriously lowered. The low enzymatic activity
will lead to the decrease in replication ability. It was found that
the side chain of D29 was shifted toward the inner side of the
binding pocket in PR(#3)-NFV, compared to PR(WT)-NFV
(Figure 4A,B). Further, the side chain of R87 was displaced
opposite to the binding pocket. Our previous simulations
suggested that the mutation at the 36th residue influences the
geometry of D29.>' Hence, in order to further examine the
influence of the M36 V mutation on the 29th and 87th residues,
we have performed another MD simulation on the complex of
NFV and PR(WT) containing the D30N/M36 V mutation. This
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Figure 4. Structure of NFV and the 29th and 87th residues. ATV and
the residues are shown by sticks and PR is by tubes. (A) PR(WT)-
NFV, (B) PR(#3)-NFV, (C) PR(D30N/M36 V)-NFV,

simulation showed a structural change at the side chains of the
29th and 87th residues as well as PR(#3) (Figure 4C). Accord-
ingly, we conclude that the D30N/M36 V mutation causes the
position shift of the side chains of the 29th and 87th residues
in the subtype C HIV-1 PR, which induces the structural
instability of HIV-1 PR and leads to the lowering of the
enzymatic activity of PR. This low enzymatic activity results
in the decrease of the replication ability of HIV-1. Since the
replication rate of subtype C virus containing the D30N mutation
is low, most of the subtype C HIV-1s resistant to NFV rarely
contain the D30N mutation.

Overall Picture of the Structure of Subtype C HIV-1
Protease. On the basis of the results of the present MD
simulation, we have proposed the influence of polymorphisms
of subtype C HIV-1 PR on the susceptibility of drugs. The
discussion was mainly developed from the viewpoint of complex
structure of PR and inhibitor. A comparison of structures of
PRs with and without the inhibitors clearly shows the difference
at the flap region (Supporting Information, Figure S7). The flap
tips were displaced upward due to the association with the
inhibitor in every complex. This displacement is particularly
evident in PR(#1) and PR(#2). PR(#3) markedly shows the

Matsuyama et al.

displacement at the flap elbow and fulcrum loop (Supporting
Information, Figure S6).

The X-ray crystal analysis is one of the most powerful
techniques to investigate the structure of protein. Recently a
crystallization of the subtype C PR was achieved by Coman et
al.3%%% Their first report provided the information on the X-ray
crystal structure of the subtype C PR complexed with two kinds
of inhibitors, indinavir (IDV) and NFV.%® Their second report
gave a comparison between the inhibitor-unbound subtype C
and B PRs.* The unbound subtype C PR exhibited a larger
distance between the two flap tips, a downward displacement
of the 36—41’s loop, and an increased thermal stability of the
10s loop, compared with subtype B. The increase of the distance
of the flap tips is seen in the PR(#1)-ATV and PR(#3)-NFV
complexes in our present simulation and the downward dis-
placement of the 36—41’s loop is obvious in the PR(#1)-ATV,
PR(#2)-NFV, PR#3)-ATV and PR(#3)-SQV complexes (Figure
2). The increase of stability of the 10s loop is observed in
PR(#1)-SQV, PR#3)-NFV, and PR(#3)-SQV (Supporting In-
formation, Figure S6). Therefore, some of the structural
characteristics are compatible with between the X-ray crystal
structure and our simulation results. Our calculation will also
suggest the drug efficacy of the respective inhibitors on the
clinically isolated subtype C PRs. Since structural findings give
an insight into the drug resistance, viral fitness, and the response
to therapy, it will be required to accumulate much information
about the complex structures of the nonsubtype B HIV-1 PRs
and inhibitors both from experimental and theoretical ap-
proaches. The accumulated data will be useful for the proper
choice of inhibitors, which enhances the performance of anti-
HIV therapy for the patients infected with the nonsubtype B
virus.

Conclusion

MD simulations on the complexes of subtype C HIV-1 PR
and three kinds of approved inhibitors were carried out to
investigate the influence of natural polymorphisms of subtype
C on the change in binding affinity with the inhibitors. The
simulation suggested that ATV occasionally decreases
the susceptibility to the subtype C HIV-1 PRs. The presence of
the V821 polymorphism affects the structural stability of the
complex, which is related to the decrease of the susceptibility
of ATV. The subtype C HIV-1 PR containing the D30N
mutation will confer drug resistance even for the variant
containing the M36 V mutation. This is a difference from the
subtype B HIV-1 PR. Our MD simulation provided the reason
why the emergence rate of the D30N mutation is low for subtype
C HIV-1 PR. The low emergence rate is interpreted as a result
from the decrease of HIV-1 replication ability of the D30N
containing variant.
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Genome-wide screening of host factors that regulate HIV-1 replication has been attempted using numer-
ous experimental approaches. However, there has been limited success using T cell-based ¢cDNA library
screening to identify genes that regulate HIV-1 replication. We have established a genetic screening strat-
egy using the human T cell line MT-4 and a replication-competent HIV-1. With this system, we identified
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1. Introduction

The molecular interaction between HIV-1 and the host is not
fully understood. A systematic genome-wide approach provides
the critical information for the completion of the HIV-1-host inter-
actome, Many experimental genome-wide screening systems have
been established to identify the cellular genes required for HIV-1
replication (Table 1, [1-8]). More than a hundred genes have been
identified as being cellular factors that regulate HIV-1 replication,
However, different screening systems do not identify the same set
of genes, and many systems yielded non-overlapping candidates.
These discrepancies are assumed to be due to differences in the
experimental approaches, such as the virus, the cell line, or the
genetic materials used.

For viruses, the wild-type HIV-1 [1,3-6] or a replication-
incompetent HIV-1 pseudotyped with vesicular stomatitis virus
(VSV)-Gis used [2,7,8]. The VSV-G-pseudotyped “HIV-1-based vec-
tor” has been used to identify factors associated with the viral
entry processes. However, in reality, it covers the events from post-
membrane fusion to translation. One of the potential caveats in
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the use of the VSV-G-pseudotyped vector is that it enters cells via
the VSV-G-restricted route, which is fundamentally different from
the HIV-1 Env-mediated entry pathway [9-12]. The replication-
competent HIV-1 should be ideal to cover the entire viral replication
cycle; however, this may raise biosafety concerns.

For cells, non-T cells, such as a genetically engineered HelLa cells
that ectopically express luciferase or beta-galactosidase (TZM-bl
cells), are often used, since they are efficiently transduced with
genetic materials [2,5-8]. Not many studies employ a T cell-based
system, partly because genetic materials are not efficiently trans-
duced into T cells [1,3,4]. To identify HIV-1 replication regulatory
factors, it is preferable to perform the functional analysis in the
natural targets of HIV-1 including T cells. The gene expression pro-
file of non-T cells is apparently different from that of T cells as
exemplified by the absence of T cell specific markers on non-T
cells such as CD4. It is possible that a candidate gene isolated in
the non-T cell-based system might not be expressed in T cells. It is
impossible to identify T cell-specific factors in the non-T cell-based
screening using the siRNA library or in the screening using cDNA
libraries derived from non-T cells. Also, the effect or functions of
some genes may not be identical in distinct cell types. The poten-
tial risk of a non-T cell-based assay is that we may falsely score
a gene as a regulator of HIV-1 replication, although many genes
have been discovered using non-T celi-based screening systems
including the viral receptors. Ideally, the primary CD4-positive T
cells, dendritic cells, macrophages, or NK/T cells should be used.
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Table 1

Summary of genome-wide screening strategies to identify regulatory factors of HivV-1 replication.
Genetic material Transduction approach Cell line Replication competency of HIV-1 Reference
cDNA library Retroviral, stable TE671 Incompetent 2.8}
siRNA library Transfection, transient Helaor 293T Competent or incompetent 56,7}
cDNA library Lenti- or retroviral, stable MT-4 Competent [1,3.4]

Given technical limitations, this is currently unrealistic for genetic
screening experiments.

As for the genetic material, cDNA libraries are often used [1-4,8].
Recent studies utilized siRNA libraries [5~7]. The cDNA approach is
advantageous for providing genetic diversity. Expression of the full-
length open reading frame of a gene can upregulate the function of
the gene, whereas cDNA fragments can function in a diverse fash-
ion. The gene silencing approach downregulates gene expression;
however, the silencing efficiency of a gene varies in different cell
types and at different time points in the assay (reviewed in [13]).
As mentioned above, the gene silencing approach is unable to score
the contribution of genes that are not expressed in the cells used in
the assay.

The screening can be performed in cells that are either tran-
siently [5-7] or stably [1-4,8] transduced with genetic materials.
In the transient transfection assays, it is possible that the dysregu-
lation of a gene function can damage the physiology of the cells. In
such a case, the inhibition of HIV-1 replication can be observed, but
may not be a direct inhibitory effect of the gene of interest. Such
a risk can be minimized by using cells stably transduced with the
genetic materials.

We conducted a phenotype cDNA screen using a T cell line-based
assay to identify cellular genes that render cells resistant to HIV-1
replication [3]. The advantage of our functional screening system
is that cDNA libraries are stably transduced into cells, and that a
replication-competent HIV-1 and a human T cell line MT-4 are used.
With this system, we have successfully identified the SEC14-like
1a (SEC14L1a) C-terminal domain (CTD) as an inhibitor of HIV-1
replication that targets the late phase of the viral life cycle.

2. Materials and methods
2.1, Cells, transfection, cDNA selection

Cells were maintained in RPMI 1640 medium (Sigma, St. Louis,
MA) supplemented with 10% fetal bovine serum (Japan Bioserum,
Tokyo, Japan), 100U/ml penicillin, and 100 pg/ml streptomycin
(Invitrogen, Tokyo, Japan). Cells were incubated at 37 °Cin a humid-
ified 5% CO, atmosphere. Cells were transfected with Lipofectamine
2000 according to the manufacturer’s protocol {Invitrogen). The
method of selecting human cDNAs that confer resistance to HIV-1
has been described previously in detail [3].

2.2. Plasmids

The SEC14L1a CTD1 was amplified from MT-4 polyA RNA by
reverse transcriptase PCR (RT-PCR) using the primers 5'-GCACCGG-
TCTCGAGCCACCATGGACTACAAAGACGATGACGACCCTGCGTGCGC-
CGCCAGCAGC-3' and 5’-CCAATTGCTACCTGGAGATCATGGAGCTG-
3'. The SEC14L1a CTD2 was amplified by PCR from human lymph
node cDNA library (Takara, Otsu, Japan) using the primers 5'-GCAC-
CGGTCTCGAGCCACCATGGACTACAAAGACGATGACGACTGCGAAG-
TGCCAGAGGGTGGAC-3' and 5'-CCAATTGCTACCTGGAGATCAT-

GGAGCTG-3'. Full length (FL) SEC14L1a was amplified by PCR
from a plasmid containing the SEC14L1a open reading frame
(ORF, CSODLO04YN18, Invitrogen), using the primers 5-GCA-
CCGGTCTCGAGCCACCATGGACTACAAAGACGATGACGACGTGCAG-
AAATACCAGTCCCCAG-3’ and 5'-CCAATTGCTACCTGGAGATCATGG-

AGCTG-3". The Agel-Mfel fragments of the PCR products were
cloned into the Xmal-Mfel sites of the pEGFP-C3 plasmid (Clon-
tech, Palo Alto, CA), generating pEGFP-SEC14L1a-CTD1, -CTD2,
and -FL. The Xhol-Mfel fragments from the resulting plasmids
were cloned into the corresponding restriction sites of the pCMMP
KRAB vector, creating pCMMP GFP-SEC14L1a-CTD1, -CTD2, and
-FL. The HIV-1 tat was amplified by PCR using the primers 5'-
AACCGGTCTCGAGCCACCATGGAGCCAGTAGATCCTAGAC-3" and 5'-
GGATCCTCAGTCGTCATCGTCTTTGTAGTCTTCCTTCGGGCCTGTCGG-
GTC-3'. A Tat expression vector pCMMP Tat was constructed by
cloning the Agel-BamHI fragment of the PCR product into the
corresponding restriction sites of the pCMMP KRAB vector. The
HIV-1 Env and GFP expression vectors (plllex and pCMMP GFP,
respectively) are described previously [3,12,14]. To construct the
pCMMP GFP-FLAG (GFPf), pCMMP CXCR4 d-10 {15] was digested
with Agel and Xhol to remove CXCR4 d-10 ORF and self-ligated
after blunting with T4 DNA polymerase. The HIV-1 gag-pol, tat, and
rev expressing plasmid pCMVR8.91 was a generous gift from Dr.
Trono's group [16].

2.3. Western blotting

Western blotting was performed according to techniques
described previously [17]. The following reagents were used:
anti-FLAG (rabbit polyconal, 600-401-383, Rockland, Gilbertsville,
PA), anti-p24 (183-H12-5C, NIH AIDS Research and Reference
Reagent Program), anti-gp120 (vA-20 and vT-21 antibodies,
Santa Cruz Biotech, Santa Cruz, CA), biotinylated anti-goat anti-
body (GE Healthcare Bio-Sciences, Piscataway, NJ), horseradish
peroxidase-conjugated streptoavidin (GE Healthcare Bio-Sciences),
and EnVision+ system (Dako, Glostrup, Denmark). Signals were
visualized with an LAS3000 imager (Fujifilm, Tokyo, Japan) and
quantified by Multi Gauge ver 3.0 software (Fujifilm).

2.4. Confocal microscopy

293T cells transiently transfected with expression vectors for
SEC14L1a derivatives were grown on glass plates, fixed in 4%
formaldehyde in phosphate buffer saline (PBS) for 5min at 24h
post-transfection, stained with Hoechst 33258 (Sigma), mounted
(Vectorshield, Vector Laboratories, Burlingame, CA), and imaged
using a confocal microscope META 510 (Carl Zeiss, Tokyo, Japan).
For MT-4 cells, live cells were incubated with Hoechst 33258 and
imaged unfixed. Image brightness and contrast were processed by
META510 software (Carl Zeiss).

2.5. Immunoprecipitation

Cells expressing FLAG-tagged proteins were harvested and
washed twice with PBS and then lysed in the lysis buffer (50 mM
Tris—-HCl, pH 8.0, 0.5% IGEPAL CA630, protease inhibitor cocktail
from Sigma) on ice for 30 min. The soluble fraction was obtained by
centrifugation at 15,000 rpm for 30 min at 4°C, and was incubated
with 20 pl of Red-Anti-FLAG M2 Affinity Gel (Sigma) with gentle
mixing overnight at 4°C. After washing the agarose beads for five
times with the lysis buffer, the bound complexes were eluted with
the FLAG peptide, and analyzed by Western blotting.
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2.6. Flow cytometry

Cells were labeled with PE-Cy5-conjugated anti-CD4 antibody
or PE-conjugated anti-CXCR4 antibody (Beckton Dickinson, San
Jose, Calif.) for 30 min at 4°C. Cells were washed once with PBS
supplemented with 1% FBS and analyzed by FACS Aria (Beckton
Dickinson). The GFP-positive cells were sorted using FACS Aria.

2.7. Monitoring HIV-1 replication

For HIV-1 infection, 1 x 10° cells were incubated at the room
temperature with the HIV-1yxg2-containing culture supernatant,
which had approximately 1.0ng of p24%A, for approximately
30min. The culture supernatants were collected at 4 d post-
infection and subjected to ELISA to measure the p24 A antigen,
using a Retro TEK p24 Antigen ELISA Kit according to the manu-
facturer’s protocol (Zepto Metrix, Buffalo, NY). The signals were
measured with an ELx808 microplate photometer (BIO-TEK®,
Winooski, VT).

2.8. PCR analysis

The cellular DNA and RNA were extracted from cells infected
with VSV-G-pseudotyped HIV-1 vector produced by using pNL-
Luc plasmid, as described previously {17]. The Alu-LTR PCR and
RT-PCR were performed as described previously [3,17] using
the following primers: for the first Alu-LTR PCR reaction, 5'-
AACTAGGGAACCCACTGCTTAAG-3' and 5'-TGCTGGGATTACAGGC-
GTGAG-3"; and for the second Alu-LTR PCR reaction, 5'-AACT-
AGGGAACCCACTGCTTAAG-3' and - 5'-CTGCTAGAGATTTTCCACA-
CTGAC-3". For amplification of HIV-1 mRNA, 5'-ATGGAGCCAGTAG-
ATCCTAGAC-3' and 5'-CTATTCCTTCGGGCCTGTCGGG-3'. primers
were used. For the control, we amplified beta-globin and cycloph-
ilin A using the following primers: beta-globin, 5-TATTGGTCT-
CCTTAAACCTGTCTTG-3' and 5-CTGACACAACTGTGTTCACTAGC-3";
and cyclophilin A, 5'- CACCGCCACCATGGTCAACCCCACCGTGTTCT-
TCGAC-3’ and 5'- CCCGGGCCTCGAGCTTTCGAGTTGTCCACAGTCA-
GCAATGG-3'. The amplicons were separated in a 2% agarose gel,
stained with ethidium bromide, and imaged with a Typhoon
scanner (GE Healthcare Bio-Sciences).

2.9. Collection of virus-like particle

Tissue culture supernatants containing virus-like particles (VLP)
were passed through nitrocellulose filters (0.45 um, Millipore,
Tokyo, Japan) and the virions were collected by centrifugation
(Optima™ TL, TLA 100.3 rotor, 541k x g for 1 h; Beckman Coulter,
Miami, FL).

3. Results

3.1. Hdentification of SEC14L1a as a potential regulator of HIV-1
replication

We prepared MT-4 cells that constitutively express cDNA trans-
duced by a lentiviral vector or an MLV-based retroviral vector
(Fig. 1A), The cDNAs were derived from human peripheral blood
mononuclear cells (PBL) and Oryctolagus cuniculus (European rab-
bit) kidney-derived cell line RK13 cells. MT-4 cells transduced with
c¢DNA were collected by FACS sorter using the green fluorescence
as a marker since viral vectors encoded the GFP expression cas-
sette. Then, cells were infected with HIV-1. Surviving cells were
propagated and the genomic DNA was extracted to recover the
transduced ¢cDNA by PCR as previously described [3]. We iso-
lated two clones encoding the carboxy terminal domain (CTD) of
SEC14L1a (Gene ID 6397, Fig. 1B and C); one from the PBL cDNA

library (1/65 independent clones, 1.5%), and one from the RK13
¢DNA library (1/42 independent clones, 2.4%). The fact that the
SEC14L1a CTD was successfully identified from two independent
¢DNA libraries strongly suggests that it is a negative regulator of
HIV-1 replication. It is important to note that previous genome-
wide screenings for HIV-1 regulators have not identified SEC14L1a
CTD. This clearly suggests that our T cell-based ¢DNA screening
system is unique, and should be able to complement the other
genome-wide screening systems.

SEC14L1a belongs to the widely-expressed SEC14-superfamily
that is involved in membrane trafficking and phospholipid
metabolism [18-21]. The function of SEC14L1a is not well under-
stood. The C-terminus of SEC14L1a encodes a Golgi dynamics
(GOLD) domain (amino acids (aa) 523-674; Fig. 1C) that mediates
the protein-protein interaction possibly involved in the mainte-
nance of Golgi apparatus function and vesicular trafficking [22].
The only reported biological activity of SEC14L1a is to interact
with cholinergic receptors AchT and CHT1 [23]. The GOLD domain
is responsible for the physical interaction between SEC14L1a and
cholinergic receptors. However, the functional significance of these
interactions remains to be clarified. The conserved SEC14 domain
directly interacts with lipid molecules {17-21]. However, the lipid
ligand of SEC14L1a (aa 319-490, Fig. 1C) has yet to be identified.

3.2. Construction of expression vectors for SEC14L1a derivatives

The longest SEC14L1a ¢DNA recovered from the PBL ¢cDNA
library spanned nucleotides (nt) 2045-2492 of SEC14L1a mRNA
(NM_003003.3), covering the CTD of the SEC14L1a open reading
frame (ORF; Fig. 1B). We detected a potential translational start
codon at nt 2188-2190 within the GOLD domain (asterisk, Fig. 1B).
We speculated that the isolated ¢cDNA might have expressed the
carboxy half of the GOLD domain (aa 641-715) in MT-4 cells, lead-
ing to the inhibition of HIV-1 replication.

To test this, we constructed an expression plasmid for FLAG-
tagged CTD (aa 642-715) fused to the carboxy terminus of GFP
(CTD1; Fig. 1C). We also constructed GFP fusion proteins spanning
the GOLD domain (CTD2, aa 493-715) or the full-length SEC14L1a
(FL; Fig. 1C). Expression of these proteins was verified by Western
blotting of transient transfected 293T cells (Fig. 1D). The confo-
cal microscopy analysis indicated that the FL localized mainly in
the cytoplasm, with some accumulation in the perinuclear regions
(Fig. 1E), consistent with a previous report [23). CTD1 was dis-
tributed in the cytoplasm and the nucleus, with a slight preference
for the cytoplasm. CTD2 was evenly distributed to the nucleus and
cytoplasm. When MT-4 cells constitutively expressing FL, CTD1,
and CTD2 were analyzed, the subcellular distribution was less clear,
due to the small cytoplasm (Fig. 1F). However, FL was distributed
evenly to the nucleus and cytoplasm in MT-4 cells. In contrast, CTD1
was excluded from the nucleus in MT-4 cells (Fig. 1F). The distribu-
tion of CTD2 in MT-4 cells was similar to that in 293T cells (Fig. 1F).
The differences of protein distribution in two cell types may be
caused by the cell type-dependent regulation of protein trafficking
and/or the effect of protein expression levels,

3.3. Verification of anti-HIV-1 activity associated with SEC14L1a
CTD1

We introduced FL, CTD1, or CTD2 into MT-4 cells using the
MLV vector, and isolated cells constitutively expressing FL, CTD1,
or CTD2. Expression of SEC14L1a derivatives in MT-4 cells was
verified by Western blotting (Fig. 2A). FL expression was verified
by immuno-precipitation assay (Fig. 2A). The detection of FL by
Western blotting was inefficient considering the fact that all the
SEC14L1a derivatives are GFP-tagged, and the GFP intensity of FL-
expressing MT-4 cells was not lower than that of CTD1-expressing
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Fig. 1. ldentification of SEC14L1a CTD as a potential regulator of HIV-1 replication. (A) The experimental strategy used to screen a cDNA library for genes rendering cells
resistant to HIV-1. MT-4 cells were infected with a retroviral or lentiviral vector carrying cDNA libraries and were challenged with wild-type HIV-1yxg,. The HIV-1-infected
cells (gray with cross) quickly undergo cell death. The surviving cells were propagated, collected, and the transduced cDNA labeled X was determined. (B) Schematic
representation of SEC14L.1a mRNA (NM._00303.3) and the isolated gene fragments. The open reading frame (ORF) is assigned from nucleotides (nt) 268 to 2415. The potential
internal translational initiation codon is marked with an asterisk. (C) Schematic representation of the SEC14L1a protein (NP.002994). SEC14L1a has a CRAL.-TRIO.N domain
(CTN, amino acids 241-313), a SEC14p-like lipid-binding domain (SEC14, amino acids 319-490), and a Golgi dynamics domain (GOLD, amino acids 523-674). The cloned
fragments (CTD1 and CTD2) and full-length (FL) gene were tagged with a FLAG epitope (indicated with an “F") on their N-termini, and fused to the C-terminus of GFP. (D)
Verification of FL, CTD1, and CTD2 expression in 293T cells by Western blotting using anti-FLAG antibody. (E) Confocal microscopy images of 293T cells expressing FL, CTD1,
or CTD2. The green signal represents GFP fluorescence, Magnification, 630x; scale bar, 10 jum. (F) Confocal microscopy images of MT-4 cells constitutively expressing FL,
CTD1, or CTD2. The blue signal represents the Hoechst-stained nucleus, and green represents GFP fluorescence. Magnification, 630x; scale bar, 5 pm.

cells (Fig. 1F). The MLV vector expressing GFP alone was used as a
control. The cell proliferation, morphology, and cell surface lev-
els of HIV-1 receptors were unaltered by any of the SEC14L1a
derivatives (Fig. 1F, 2B, and data not shown). HIV-1 replication
was tested in these cells. The level of HIV-1 replication was sig-
nificantly inhibited in CTD1- and CTD2-expressing cells (69.1% and
69.8% on the average from seven independent experiments, respec-
tively, P<0.05, two-tailed Student's t-test), but was hardly inhibited
in FL-expressing cells (86.4%, not statistically significant; Fig. 2C).
This observation was reproducible in independently established
MT-4 cells and SupT1 cells (data not shown). These data verified
the original screening results, and suggest that the C-terminal half

of GOLD domain of SEC14L1a serves as an inhibitor of HIV-1 repli-
cation. In contrast, it is suggested that FL is not a potent negative
regulator of HIV-1 replication.

3.4. SEC14L1a CTD1 and CTD2 target the late phase of the HIV-1
life cycle

We analyzed the viral entry and production phases to determine
which step of the HIV-1 life cycle CTD1 and CTD2 target.

The Alu-LTR PCR assay was performed to examine the effect
of SEC14L1a derivatives on the viral entry phase. The MT-4 cells
stably expressing GFP, FL, CTD1, or CTD2 were infected with VSV-
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Fig. 2. Functional characterization of the SEC14L1a derivatives. (A} Detection of stable expression of FL, CTD1, and CTD2 in MT-4 cells by Western blotting using anti-FLAG
antibody. FL was detected by the immunoprecipitation (IP) assay using agarose beads conjugated with anti-FLAG antibody. The flow cytometric analysis of the cell surface
expression of HIV-1 receptors CD4 and CXCR4 in MT-4 cells stably expressing GFP, FL, CTD1, and CTD2. (C) Constitutive expression of CTD1 and CTD2 limited the replication
of HIV-1 in MT-4 cells, The concentration of viral p24®* antigen in the culture supernatant was measured at 4 d post-infection, The results represent the average of seven
independent experiments + the standard error of the mean. The reduction of viral p24°* concentration relative to GFP was shown on the top. Asterisks indicate the statistical
significance compared to GFP (P <0.05 by two-tailed Student’s t-test). (D} The PCR-based assay to examine the effect of SEC14L1a derivatives on the early phase of viral life
cycle (top two panelis) and the transcription from LTR promoter (bottom two panels). The HIV-1 entry efficiency was examined by Alu-LTR PCR. Beta globin was used as
an internal control. The HIV-1 transcription efficiency was examined by RT-PCR targeting spliced viral mRNA. Cyclophilin A was used as a control. The expected length of
each PCR amplicon was indicated. (E) The effect of SEC14L1a derivatives on the HIV-1 production. The 293T cells grown in a well of a 6-well plate were transfected with
200 ng of HIV-1 proviral DNA and 2 g of expression vector for GFPf, FL, CTD1, or CTD2. The culture supernatant was recovered at 2 d post-transfection and the p24®
concentration was measured, The representative data from five independent experiments was shown. The results indicate the average + the standard deviation. The relative
p24°A concentration compared to GFPf was shown on the top. Asterisks indicate the statistical significance compared to GFPf (P<0.001 by two-tailed Student's t-test). The
Env incorporation onto the virus-like particles (VLP) produced by 293T cells expressing SEC14L1a derivatives. The 293T cells grown in a well of a 6-well plate were transfected
with 1 pg of gag-pol (pCMVR8.91) and Env (plllex) expression vectors along with 2 pg of expression vector for GFPf, FL, CTD1, or CTD2. The cell lysates (Cell) and VLP fractions
(Virus) were subjected to Western blot analysis detecting gp120 and p24* harvested at 2 d post-transfection. The Env incorporation levels normalized to p24©A relative to
GFPf were shown at the bottom,

G-pseudotyped HIV-1 vector, and the cellular genomic DNA was Alu-LTR PCR, these data suggest that viral transcription is not inhib-
recovered at 4 d post-infection. The amount of Alu-LTR PCR prod- ited by any of the SEC14L1a derivatives, and that the action point of
ucts from FL-, CTD1-, or CTD2-expressing MT-4 cells was almost CTD1 and CTD2 should be at post-transcriptional levels of the viral
equal to that from GFP-expressing cells, suggesting that the early production phase.

phase of the viral life cycle is not inhibited by any of the SEC14L1a Next, the FL, CTD1, or CTD2 expression vector was co-
derivatives (Fig. 2D). To examine the viral production phase, we transfected with HIV-1 proviral DNA into 293T cells, and viral
examined the LTR-driven viral gene transcription by RT-PCR. Cel- production was quantified by p24* ELISA. The FLAG-tagged GFP
lular RNA was extracted from the same MT-4 cells infected with (GFPf)was used as a control hereafter, We found that the FL expres-
VSV-G-pseudotyped HIV-1 vector, and RT-PCR was conducted to sion significantly reduced the production of HIV-1(44.2%, P<0.001,
amplify LTR promoter-driven spliced HIV-1 mRNA. The amount of two-tailed Student’s t-test) compared to the GFPf control (Fig. 2E).
viral RNA expressed in FL-, CTD1-, or CTD2-expressing cells was In contrast, the CTD1 enhanced the production of HIV-1 (145.9%,
not lower than that in GFP-expressing cells when the levels of the P<0.001, two-tailed Student’s t-test; Fig. 2E). However, CTD2 did
internal control was taken into account (Fig. 2D). Given that the not measurably affect the HIV-1 production (105.1%, not statisti-
similar number of viral genome was integrated as indicated by the cally significant; Fig. 2E). As the ELISA assay examines the effect




