primers: mPlxnB1 forward, 5'-CAGATGTCTGGTGCCACATC-3";
mPlni3l revene, 5'-CCCTCACACCACACACAGTC-3"; PlxnB2 forward,
5 -AGGGGAGCCTCTCTACAAGC-3; PlanB2 reverse, 5'-TCGATCC-
CTTCATCCTGAAC-3: mMet forward, 5'-GTTGGTCCCGCGAT-
GAGT-3": mMet reverse, 5-GAGTGAGTAAGGTGCCTCCAG-3";
mCCL17 forward, 5'-AGTGGAGTGTTCCAGGGATG-3"; mCCLI7 re-
vere, 5-CTGGTCACAGGCCGTTTTAT-3; mMSR 1 forward, 5'-CTG-
GACAAACTGGTCCACCT-3; mMSRI revene, 5'-CCCCTTCTC-
TCCCTTTTGTC-3'; mHGF forward, 5'-AGGAACAGGGGCTTTAC-
GTT-3"; mHGF revere, 5'-GTCAAATTCATGGCCAAACC-3: mCD72
forward, 5'-CTGCACATCTCTGTCCTCCA-3; mCD72 reveme, 5'-
TCAGAGTCCTGCCTCCACTT-3'; mlL-10 forward, 5'-CCAAGCCT-
TATCGGAAATGA-3"; mIL-10 revene, 5'-TTTTCACAGGGGAGAA-
ATCG-3"; mMSCF1 forward, 5'-GACCCTCGAGTCAACAGAGC-3';
mMSCF] revere, 5 -TGCTTCCTGGGTCAAAAATC-3'; bactn forward,
5'-TGTTACCAACTGGGACGACA-3'; and bactn revene, 5'-GGGGT-
GTTGAAGGTCTCAAA-3

Analysis of human monocytes

PMBCs were obrained and stained as previously described (50, 53). In brief,
PMBCs were obuined from healthy blood donon by Ficoll density gradient
centrifugation. Mononuclear cells were washed three times in PBS, and
25 x 10¢ cells were plated on 10-cm diameter Petri dishes. Nonadherent cells
were removed after a 1-h incubation and ex i (sample labeled as day 0)
A portion of the PMBCs was kept in culture for 48 h in the absence of dif-
ferentiating facrons (sample labeled as day 2). Surface staining of cells was
performed using the following antibodies: anti-SemadD (Beckman Coulter)
and anti-CD14 (monocyte-specific marker; Invirogen). lsorype controk
were performed in each experiment.

To evaluate the response of monocytes to different samuli, PBMCs were
purified by magnetic beads and stimulated for 24 h in the presence of one of
the following molecules: 100 ng/mi 1L-10, 100 ng/ml TGF-B, 100 ng/ml
M-CSF (PrepoTech), 100 mg/ml LPS, or 100 nM PMA (Sigma-Aldrich)
Hypoxia was induced by incubating cells in a 3% O, atmosphere. After 24 h,
cells were washed with PBS and tol mRNA was extracted using the
TRIzol extraction kit. 1 pg RNA was retrotranscribed using M-MLV
reverse transcriptase minus H in a final volume of 40 pl, according to
manufacturer’s protocol. ¢cDNA was amplified using the following primers:
hSemadD forward, 5'-CCAGCTCTTCCAGGACTTTG-3"; hSema4D re-
vene, 3’ -ACTTTTATCCGGGCACACAG-3'; hTNFa forward, 5'-CCA-
AGCCCTGGTATGAGC-3"; hTNFa reverse, 5'-GGGCAATGATCC-
CAAAGTAG-3"; hiL-10 forward, 5'-GTTGCCAAGCCTTGTCTGA-3';
hiL-10 reverse, 5 -GGCOTTGCTCTTGTTTTCAC-3': hGAPDH for-
ward, 5'-ACAGTCAGCCGCATCTTCTT-3"; and hGAPDH reverse,
5'-GACAAGCTTCCCGTTCTCAG-3

Immunoblot analysis

WT or Semad4D TAMs were lysed with Laemmli buffer (67.5 mM Tris, 2%
SDS), and 100 pg of proteins was run on 8% SDS-PAGE. TSA and MLP29
cells were lysed in EB buffer, as previously described (8). 500 pg of protein
was immunoprecipitated with 2 pg anti-plexin B1 and 2 pg of rabbit anti-
mouse lg for 3 hin a rotting wheel at 4°C. 100 pyg of protein and inununo-
precipitations were subjected to 8% SDS-PAGE. Anti-Sema4D antibody
was purchased from BD Biosciences; anti—P-actin (1-19) and anti—plexin B1
(A-8) were purchased from Santa Cruz Biotechnology, Inc

Matrigel plugs

500 pl of Marmigel (Becron Dickinson) was injected subcutaneously m the
ventral area of Sema4D KO mice. Matrigel plugs conmined 2 % 10° TAMs
(WT or Sema4D) derived) in the presence or absence of 100 ng/ml anti-plexin
Bl (ec6.9), ana-VSV antibodies, or 100 nM PHA-665752. Control plugs
concained 36 ng/ml HGF (R&D Systems), 200 ng/ml b-FGF (R&D Sys-
tems), or an equivalent amount of PBS (negative control). Each experimen-
tal condition was analyzed in iphicate. 14 d after plug implantation, 5 min
before death, mice received a 200-pl mil-vein injection containing 20 mg/ml
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dextran-FITC (Sigma-Aldrich). Plugs were collected, immediately fixed in
formalin, and analyzed using a fluorescent microscope.

Sema4D silencing

TSA cells were mansduced with MISSION shRNA lentviral phsmid pLKO. 1-
puro (clone no. TRCNOOO0067495; Sigma- Aldrich) targeting the follow-
ing sequence: 5'-CCACAGCTACACATCAGTCAT-3 Cells were selecred
using 2 pg/ml puromycin.

Statistical analyses

For analyses of experimental data, comparisons of data were performed us-
ing the Student’s 1 test. All p-values are two tailed. P < 0.001 was consid-
ered significant.

Online supplemental material

Fig. S1 shows that different syngeneic breast cancer cell lines grafted inro
SenidD KO mice give rise to smaller tumors when compared with cthose
observed in WT mice. Fig. S2 provides information regarding the ex-
pression of plexin Bl (high affinity receptor for SemadD) in TSA cells; it
also shows that SemadD is able to promore the motogenic/invasive ability
of the examined breast cancer cells. Fig. $3 illuserates that SemadD produced
by platelers does not contribute to tumor growth. Fig. S4 shows that hu-
man macrophages, but not monocytes, express Sema4D; it ako shows thart
SenadD expression is probably linked to macrophage acdvation betrer chan
differentiation. Fig. S5 confirms that macrophages obuined from SemaiD
KO mice are funcrionally similar to those taken from WT mice Fig. S6
shows that Sema4D silencing in mammary tumor cells does not affect tumor
growth. Online supplemental material is available ar hop://www jem.org/
cgi/content/full/jem. 20072602/DC1.
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Semaphorins and their receptors in
Immune cell interactions

Kazuhiro Suzuki'#, Atsushi Kumanogoh?* & Hitoshi Kikutani!-?

Semaphorins are newcomers to the growing panoply of immunoregulatory proteins. Members of this family were originally
identified as proteins that provide axonal guidance cues during neuronal development. However, accumulating evidence indicates
that several semaphorins, called ‘immune semaphorins’, are crucial to various phases of the immune response, from initiation to
terminal inflammatory processes. Extensive studies of immune semaphorins have shown not only differences but also parallels in

semaphorin functions among physiologically distinct systems, providing unexpected but meaningful insights into the biological
activities of this protein family. Here we review the present knowledge of the function of semaphorins and their receptors in the

immune system, including the most recent advances in this field.

Since semaphorins were first described in the early 1990s, more than
20 types of these proteins have been identified as guidance factors that
assist axon pathfinding during neuronal development"2. Semaphorins
have been also shown to have diverse and important functions in other
physiological processes, including heart morphogenesis*7, vascular
growth®>89, tumor progression'®'* and immune cell regulation'*.
In particular, understanding of the immunoregulatory functions of
semaphorin family members has advanced considerably over the past
several years.

Semaphorins are secreted and membrane-associated proteins char-
acterized by a conserved amino-terminal ‘Sema’ domain. On the basis
of structural elements and amino acid sequence similarity, this diverse
group of proteins has been further divided into eight subclasses!.
Invertebrate semaphorins are grouped into classes I and II, whereas
classes IT[-VII are expressed in vertebrates?. In addition, some DNA
viruses encode functional semaphorins that are assigned to class VIII
(ref. 16). Semaphorins in classes | and IV-VII are membrane associated,
whereas those in classes [1 and 111 and the viral semaphorins are secreted.
Two groups of proteins, plexins and neuropilins, have been identified
as the main receptors for semaphorins'”-2!. Most membrane-bound
semaphorins directly bind plexins, whereas class 11l semaphorins require
neuropilins as obligate coreceptors. However, it has been suggested that
the receptor usage by semaphorins is more complex than previously
thought. For example, Sema3E signals independently of neuropilin
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Published online 17 December 2007; doi:10.1038ni1553

NATURE IMMUNOLOGY VOLUME 9 NUMBER 1 JANUARY 2008

through plexin-D1 (ref. 8),and Sema7A uses integrin receptors to exert
its function in both the nervous and immune systems?»2. In addition,
two molecules unrelated to plexins and neuropilins, CD72 (ref. 24) and
TIM-2 (T cell,immunoglobulin and mucin domain protein 2; ref. 25),
functionally interact with class IV semaphorins in the immune system
(Fig. 1 and Supplementary Table 1 online).

The immune response consists of a series of spatiotemporally well
ordered cell-cell interactions, in which immune cells communicate bidi-
rectionally and modulate the functions of interacting cells as well as
themselves. So far, studies of the immune semaphorins have shown that
several vertebrate and viral semaphorin family members are intimately
involved in diverse immune cell interactions. Here we incorporate the
present knowledge of immune semaphorins into the context of immune
responses.

Sema4D and B cell function

The immune function of semaphorin molecules was first described in
B cells through functional analysis of a class IV semaphorin, Sema4D, In
the immune system, Sema4D is constitutively expressed on T cells?627,
Although B cells have low basal expression of Sema4D), it is upregulated
considerably by various stimuli such as lipopolysaccharide and anti-
body to CD40 (ref. 24). The biological activity of Semad4D in B cells
has been confirmed in both human and mouse systems. Transfectants
that exogenously express human Sema4D promote the aggregation and
survival of human B cells in vitro®®, Recombinant mouse Sema4D and
cells expressing Sema4D enhance the CD40- or lipopolysaccharide-
induced proliferation and antibody production of mouse B cells?*. The
phenotypes of Sema4D-deficient mice, which have abnormal B cells and
altered antibody responses®, further support the idea that SemadD is
involved in B cell activation in the context of B cell-B cell and B cell-T
cell interactions, as discussed below.

The receptor used by Sema4D differs in nonlymphoid versus lym
phoid tissues. In the nervous system, Semad4D binds plexin-B1 and
exerts chemorepulsive effects on various neurons?"*%3!_ In contrast,
the C-type lectin CD72 serves as the functional Sema4D receptor in the
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Figure 1 Immune semaphorins and their receptors in lymphoid and nonlymphoid cells. The class IV
semaphorin Sema4D binds plexin-Bl and induces chemorepulsive signals in neuronal cells. In the
immune system, however, Sema4D uses CD72 as a functional receptor and enhances the activation of
B cells and DCs by diminishing inhibitory signals from CD72. Sema4A, another class |V semaphorin,
binds TIM-2, and this interaction is critical for T cell activation and differentiation. Although Semad4A
might interact with receptors belonging to plexin-B subfamily, the functional importance of these
interactions remains unknown. Sema6D exerts different biological activities through plexin-Al,
depending on its coreceptors. During chick embryogenesis, plexin-Al differentially associates with
off-track and VEGFR2, and these receptor complexes have distinct functions in heart development. In
the immune system, plexin-Al forms a receptor complex with TREM2 and DAP12 and, after Sema6D
binds, this complex transduces signals that stimulate DCs and osteoclasts. The function of the glycosyl
phosphatidylinositol-anchored semaphorin Sema7A is mediated through B, integrin receptors in both
the nervous and immune systems. Sema7A expressed on activated T cells stimulates macrophages

In young Sema4D-deficient mice, the CD5*
B-1 cell population is smaller, although other
B cell subsets seem normal®®. However, as
these mutant mice age, the proportion of
CD21MCD23% marginal zone B cells gradu-
ally increases*®. Population expansion of
marginal zone B cells is often found in mice
with defective BCR signaling*®4?, whereas
B-1 cell numbers are greater in mice lacking
inhibitory receptors, including CD72 (refs.
41-43). This suggests that the requirements
for BCR signaling vary among different B cell
subsets. Therefore, the higher BCR signaling
threshold in Sema4D-deficient mice may pro-
mote the development and survival of mar-
ginal zone B cells but may be detrimental for
the development of B-1 cells. In homeostatic
conditions, Sema4D is weakly expressed on
resting B cells and might be involved in the
maintenance of certain B cell subsets by ‘fine
tuning’ BCR signals. In such circumstances,
Sema4D signaling may occur through B cell-
B cell interactions (Fig. 2a). Notably, the
population expansion of marginal zone B cells
in Sema4 D-deficient mice is accompanied by
the development of autoimmunity*, A variety
of autoantibodies is detectable in the serum
of these older mutant mice. Furthermore, leu-
kocytes substantially infiltrate many tissues,
including the salivary gland, liver and kidney.

through o, 8, integrin to promote inflammatory responses.

immune system®*, CD72 contains two immunoreceptor tyrosine-based
inhibitory motifs (ITIMs) in its cytoplasmic domain and functions as
a negative regulator of B cells***. The regulatory function of CD72
is mediated by the tyrosine phosphatase SHP-1, which is recruited to
the phosphorylated ITIMs of CD72. SHP- 1 associates with the ITIM
regions of several inhibitory receptors, such as CD22 and the KIRs
(killer cell immunoglobulin-like receptors), induces dephosphorylation
of their signaling proteins and inhibits immune cell activation*#-%6,
Several lines of evidence indicate that Sema4D enhances B cell acti-
vation by turning off CD72 inhibitory signals. Indeed, both soluble
Sema4D?! and agonistic CD72-specific monoclonal antibodies®2*7
block tyrosine phosphorylation of CD72 and its association with SHP- 1
in B cells stimulated with antibody to immunoglobin M. Furthermore,
CD?72 is constitutively phosphorylated and associated with SHP-1 in
Sema4D-deficient B cells, which confers the hyporesponsiveness of
these cells?’. Moreover, SemadD ligation inhibits the physical associa-
tion of CD72 with the B cell receptor (BCR) complex®®. This seques-
tration of CD72 away from the kinase-rich BCR signalosome might
reduce CD72 phosphorylation. Therefore, Sema4D binding induces
the dissociation of CD72 from the BCR complex, leading to dephos-
phorylation of the CD72 ITIM and dissociation of SHP-1 from CD72.
This mechanism might be important for controlling the strength of
BCR signals, but it remains unknown whether the same mechanism
also accounts for the SemadD- mediated regulation of CD40 or Toll-like
receptor 4 signaling.

Several studies of mice with altered signaling molecules ‘down-
stream’ of the BCR have shown that changes in the BCR activa-
tion threshold affect B cell survival and turnover in vive®®. Indeed,
Sema4D is involved in the homeostatic maintenance of B cell subsets.
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Notably, CD21MCD23'° marginal zone B cells
comprise most of the infiltrating cells and are
the main producers of autoantibodies.

In addition to a function in controlling B cell homeostasis, the
profiles of Sema4D and CD72 expression in lymphocyte populations
and the additional phenotypic characteristics of Sema4D-deficient
mice suggest that the Sema4D-CD?72 interaction is also involved in
the development of B cell-mediated immunity. T cell-dependent
antibody responses are initiated when B cells encounter helper
T cells recognizing the same antigen at the boundary between B
cell follicles and T cell zones in secondary lymphoid organs. Here,
these cells engage in cognate interactions in which CD40-meditated
signaling is indispensable for efficient B cell activation. Sema4D and
CD72 are ‘preferentially’ expressed on T cells and B cells, respectively,
and Sema4D enhances CD40-dependent B cell activation through
CD72 (ref. 24). Moreover, T cell-dependent antibody responses
are considerably impaired in Sema4D-deficient mice?®. Given such
observations, it is conceivable that Sema4D-CD72 interactions are
involved in T cell-B cell interactions in the extrafollicular areas
(Fig. 2b). Some activated B cells migrate into lymphoid follicles and
form germinal centers where high-affinity B cells are selected with
the provision of T cell-derived help. Sema4D expression in B cells
is strongly induced by CD40 stimulation®®, and in fact Sema4D is
reported to be expressed on germinal center B cells?®. It is also note-
worthy that Sema4D-deficient mice immunized with T cell-depen-
dent antigens show defective antibody affinity maturation and poor
generation of antigen-specific germinal center B cells?. Therefore,
Sema4D-CD72 interactions might contribute to the population
expansion of germinal center B cells through interactions between
B cells (Fig, 2a) and support the selection of high-affinity B cells by
enhancing survival signals from helper T cells (Fig. 2b).
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Semaphorins and dendritic cell function

Extensive analyses of Semad4D-deficient mice have shown that
Sema4D is also important in T cell-mediated immunity. After immu-
nization with protein antigens, CD4* T cells from the draining lymph
nodes of SemadD-deficient mice show very impaired proliferative
responses and cytokine production after antigen restimulation44,
Moreover, Sema4D-deficient mice are resistant to experimental auto-
immune encephalomyelitis (EAE) induced by myelin oligodendro-
cyte glycoprotein (MOG)—derived peptide, a phenotype ascribed to
the defective generation of MOG-specific T cells*. Conversely, trans-
genic mice that overexpress soluble Sema4D have enhanced T cell
responses®. These observations indicate that Sema4D is crucially
involved in the initial activation and differentiation of T cells.

T cells are the main Sema4D-producing cells in the immune sys
tem. However, Sema4D-deficient T cells respond normally to CD3-
specific monoclonal antibodies or mitogens such as concanavalin
A%, which suggests that Sema4D does not act in a T cell-autono-
mous way. Although it has been proposed that Sema4D functions
as a receptor to assist the proliferative activity of human leukemic
cells*é, Sema4D seems to act mainly as aligand in the mouse immune
system. Moreover, soluble recombinant Sema4D does not affect
T cell activation®, which suggests that Sema4D has no direct effect on
T cells. In contrast, recombinant Semad4D enhances the surface
expression of CD80, CD86 and major histocompatibility complex
class Il molecules on dendritic cells (DCs) and their immunogenicity
that was induced by CD40 stimulation**. The function of Sema4D in
T cell-DC interactions has been addressed with an in vitro experi-
mental system*. Sema4D-sufficient T cell receptor (TCR)-trans-
genic CD4™ T cells differentiate normally into cytokine-secreting
effector cells even when cultured with antigen and Sema4D-deficient
antigen-presenting cells. In contrast, Sema4D-deficient TCR-trans-
genic T cells fail to differentiate even in the presence of Sema4D-
sufficient antigen-presenting cells. Therefore, Sema4D expressed on
T cells acts on DCs to promote their activation and maturation,
which in turn enhances T cell activation (Fig. 3a). Because most
stimulatory effects of Sema4D on DCs are reproduced by agonistic
CD72-specific monoclonal antibodies**, DCs as well as B cells seem
to use CD72 as their main Sema4D receptor.

Plexins have established functions as semaphorin receptors in the
development of the nervous and cardiovascular systems?”. However,
their function in the immune system have not been addressed until
recently. Plexin-Al is one of the gene products induced by the CIITA
transcription factor expressed in DCs and is involved in T cell-DC
interactions*®. ‘Knockdown’ of plexin-Al by short hairpin RNA
impairs the ability of a DC line to activate T cells in vitro and in
vivo. The function of plexin-A1 in DC functions has been further
substantiated through the generation and analysis of plexin-Al-defi-
cient mice*?. These mutant mice are resistant to MOG-induced FAE
because of defective generation of MOG-specific T cells. This defect
in T cell-mediated immunity is partially attributed to impaired DC
function in these mice. Compared with wild-type DCs, plexin-A1-
deficient DCs poorly stimulate allogeneic T cells or TCR-transgenic
T cells in the presence of cognate antigens. These observations indi-
cate that plexin-Al expression in DCs is required for the efficient
generation of antigen-specific T cells. In addition to its function in
DCactivation, plexin-A1 is also involved in osteoclast differentiation.
Indeed, plexin-Al-deficient mice develop severe osteopetrosis due to
decreased bone resorption that is attributed to defective osteoclas-
togenesis in these mice.

It is well established that plexin-Al forms a receptor complex with
neuropilin-1 to induce chemorepulsive signals of secreted class ITI
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semaphorins>2°. Additionally, plexin-A1 also serves as a receptor
for SemaéD, a class VI transmembrane semaphorin, and contrib-
utes to cardiac morphogenesis®’. Sema6D also functions as a ligand
for plexin-A1 in the regulation of DC function*. Various lympho-
cyte populations, including T cells, B cells and natural killer cells,
have relatively high expression of Sema6D mRNA. Recombinant
Sema6D protein stimulates bone marrow-derived DCs to produce
cytokines such as interleukin 12 (IL-12) and to increase expression of
major histocompatibility complex class IT molecules*”. These activi-
ties and binding of Sema6D on DCs are profoundly attenuated in
plexin-Al-deficient DCs**. Therefore, Sema6D expressed on T cells
might stimulate DCs via plexin-Al during T cell-DC interactions
(Fig. 3a).

During chick cardiac morphogenesis, plexin-A1 differentially asso-
ciates with two receptor-type tyrosine kinases, off-track and VEGFR2,
and each receptor complex mediates distinct biological activities of
Sema6Dé. However, plexin-Al on DCs associates with a complex of
the receptor TREM2 and the adaptor DAP12 instead of off-track
or VEGFR2 (ref.49). DAP12 contains an immunoreceptor tyrosine-
based activation motif in its cytoplasmic region, to which Src-like
tyrosine kinases, including Zap70 and Syk, are recruited. In natu-
ral killer cells, DAP12 forms a complex with Ly49D, CD94-NKG2C
and KIR2DS and acts as a signaling adaptor for these natural killer
cell-activating receptors®®. DAP12 also associates with TREM1 or
TREM2, although the functions and ligands of these TREM proteins
remain unknown®. In DCs, DAP12 associates with plexin-Al indi-
rectly through TREM2 (ref. 49). DCs treated with TREM2-specific
small interfering RNA respond poorly to Sema6D stimulation, and

Figure 2 Sema4D in B cell-mediated immunity. (a) In homeostatic
conditions, SemadD is weakly expressed on B cells. In this setting,
Sema4D-CD72 interactions between B cells might help maintain certain

B cell subsets by ‘fine tuning’ BCR signals. Sema4D expression is strongly
upregulated in germinal center B cells. This might enable high-avidity
interactions of Sema4D with CD72, promoting the robust population
expansion of germinal center B cells. (b) During T cell-dependent antibody
responses, Sema4D abundantly expressed on CD4* T cells might be
involved in the initial activation of follicular B cells in extrafollicular areas
of secondary lymphoid organs by enhancing CD40-mediated signals. After
germinal center formation, T cell-derived SemadD might participate in the
interaction between helper T cells and germinal center B cells, in which
Sema4D signals might promote the survival of germinal center

B cells and support efficient selection of high-affinity B cells. MHC, major
histocompatibility complex.
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DAP12-deficient DCs have a similar phenotype*?, which indicates
that these adaptor molecules mediate Sema6D-induced plexin-Al
signaling.

Semaphorins and T cell activation, differentiation

Another member of the class IV semaphorin subfamily, Sema4A, also
helps regulate T cell-mediated immune responses, but unlike Serna4D,
SemadA acts directly on T cells. The expression profile of Sema4A in
immune cell populations is unique. Although there is constitutively
high expression of Sema4A on the surfaces of all mouse DC subsets®,
its expression on T cells is tightly regulated®’. After TCR stimulation,
T cells transiently upregulate Sema4A within 24 hours, but its expres-
sion rapidly decreases thereafter. However, when T cells are stimulated in
T helper type 1 (Ty1)—polarizing conditions containing IL-12 and
antibody to IL-4, high SemadA expression is induced and is sustained
throughout the culture period. In contrast, stimulation with the Ty2-
biasing conditions of IL-4 and antibody to interferon-y (IFN-y) induces
only transient Sema4A expression. Notably, DC-derived Sema4A and
Ty1 cell-derived SemadA have distinct functions in the development of
T cell-mediated immunity, as described below?>.

Recombinant Sema4A protein substantially enhances the proliferation
and IL-2 production of naive T cells induced by TCR stimulation®, which
suggests that Sema4A contributes to T cell activation through T cell-DC
interactions. Indeed, Sema4A-deficient DCs poorly stimulate allogeneic
T cells in mixed lymphocyte culture, despite the fact that Sema4A-deficient
DCs mature normally and produce cytokines in response to lipopolysac-
charide or agonistic antibodies to CD40 (ref. 52). Consistent with those
in vitro observations, Sema4A-deficient mice show defective generation
of antigen-specific T cells after immunization with various antigens®2.
These observations indicate that Sema4A expressed on DCs is involved
in the initial activation of T cells (Fig. 3a).

However, Semad4A expression in T cells is required for the differentiation
of helper T cells. When cultured in Ty;1-inducing conditions, Serna4A-
deficient CD4* T cells fail to differentiate into IFN-y-producing cells®2.
In contrast, Sema4A-deficient T cells differentiate normally into IL-4-
producing cells in Ty2-inducing conditions. The selective defect in the
Ty differentiation of Sema4A-deficient T cells is associated with lower
expression of the IL-12 receptor B2 chain and T-bet, a transcription fac-
tor essential for Ty;1 development®. Notably, the impaired Ty1 differ-
entiation of Sema4A-deficient T cells is fully restored with recombinant
SemadA protein or wild-type T cells’?. Therefore, SemadA expressed on
T cells might promote Ty 1 differentiation through cognate interactions
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Figure 3 Involvement of semaphorins in T cell activation and differentiation.
(a) In T cell-DC interactions, semaphorins mediate the reciprocal stimulation
of T cells and DCs. The T cell-derived semaphorins Sema4D and Sema6D
enhance DC activation and maturation through CD72 and a plexin-Al-
TREM2-DAP12 complex, respectively. Conversely, Sema4A expressed on DCs
directly stimulates T cells through TIM-2. These semaphorin signals might
contribute to the optimal activation of antigen-specific T cells. (b) During the
differentiation of CD4* T cells into cytokine-producing effector cells, SemadA
is selectively induced in Tyl cells. The Ty1 cell-derived Sema4A further
promotes Ty, 1 differentiation, which might be mediated by cognate cellular
interactions between Ty 1 cells and/or in an autocrine way.

between T cells and/or an autocrine pathway (Fig. 3b). Furthermore, the
involvernent of Sema4A in the regulation of helper T cell differentiation
has been confirmed in vivo. The generation of IFN-y-producing antigen-
specific T cells is impaired in Sema4A-deficient mice immunized with T;1-
inducing agents such as heat killed Propionibacterium acnes®?. Conversely,
when infected with Nippostrongylus brasiliensis, a Ty2-inducing
intestinal nematode, Sema4A-deficient mice mount enhanced T2
responses relative to those of wild-type mice®>. Moreover, Sema4 A-deficient
mice of a T2-prone BALB/c strain spontaneously develop atopic der-
matitis (unpublished data).

The functions of DC-derived and T cell-derived Sema4A have been
delineated in transfer experiments with antigen-pulsed DCs*2. When
SemadA-deficient DCs are transferred into Sema4A-sufficient mice,
antigen-specific T cells show impaired proliferation and IL-2 secretion,
but substantial numbers of [IFN-y-producing T cells are generated. In
contrast, there is a selective defect in IFN-y production but not in the
proliferation and IL-2 production of antigen-specific T cells in Sema4A-
deficient mice receiving Sema4A-sufficient DCs. These in vive observa-
tions define distinct functions for Sema4A expressed by two different
immune cell subsets: DC-derived Sema4A is essential for T cell priming,
and T cell-derived Sema4A is required for Ty;1 differentiation.

TIM-2, which belongs to the TIM family®!, was identified as a SemadA
receptor by expression cloning with a mouse T cell cDNA library®*. Because
Sema4A binding induces tyrosine phosphorylation of the cytoplasmic tail
of TIM-2, TIM -2 seems to transduce Sema4A signals®. Studies have sug-
gested involvement of TIM-2 in the regulation of helper T cell activities.
Administration of recombinant TIM-2 protein suppresses the develop-
ment of EAE in SJL mice immunized with proteolipid protein—derived
peptide by inhibiting the generation of Ty1 cells. In a model of air-
way atopy, TIM-2-deficient mice show exacerbated lung inflammation
accompanied by dysregulated T2 responses®. These findings support
the idea that TIM-2 serves as a functional receptor for Sema4A. However,
although the main phenotypes of TIM-2- and Sema4A-deficient mice
are similar, there are some inconsistencies. For example, T cells from
TIM-2-deficient mice but not those from Sema4A-deficient mice show
enhanced basal proliferation. Thus, it is likely that Sema4A or TIM-2 has
another binding partner in the immune system. Like other class IV sema-
phorins, Sema4A has the ability to bind several plexin molecules, including
the members of the plexin-B subfamily and plexin-D1 (ref. 57), some of
which are expressed by T cells (unpublished data). Thus, it is conceivable
that Sema4A acts on T cells through these plexin molecules.

In addition to Semad4A, several lines of evidence suggest that a secreted
class [TI semaphorin, Sema3A, also regulates T cell functions. Sema3A is
produced by DCs*® and various types of tumor cells®. Treating T cells
with recombinant or tumor-derived Sema3A inhibits TCR-mediated
proliferation and cytokine production by downregulating mitogen-acti-
vated protein kinase signaling cascades, although the receptor system for
Sema3A in T cells remains unidentified®®>?, These observations suggest
that Sema3A serves as a negative regulator for T cells in physiological and
pathological immune responses. Although there is a report that a class
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VII semaphorin, Sema7A, suppresses T cell activation in a cell-autono-
mous way®’, the observations in that report remain controversial. Instead,
Sema7A expressed on T cells has been shown to have a positive regulatory
function in the immune system, as described below?®*.

Semaphorins and inflammatory responses

In the later phase of T cell-mediated immunity, antigen-specific effec-
tor T cells trigger inflammatory responses by activating macrophages in
peripheral tissues. This activation of macrophages is promoted by both
secreted and cell-associated factors from effector T cells, including IFN-y
and CD40 ligand (CD40L), which leads to pathogen elimination at the
site of infection but can also lead to tissue destruction in autoimmune
or allergic diseases®!. A study has shown that Sema7A, a membrane-
associated glycosylphosphatidylinositol-linked semaphorin, is important
in this process®’.

Sema7A transcripts are detectable in the embryonic nervous system
and in adult tissues, including the brain, spinal cord, lung and second-
ary lymphoid organs®-%*. Among lymphocyte populations, Sema7A is
expressed mainly in activated T cells*®. Notably, the Sema domain of
Sema7A contains an arginine-glycine-aspartate sequence that is a well
conserved integrin-binding motif®. In accordance with that finding, a
neurological study has shown that Sema7A promotes axon outgrowth
through B, integrin receptors by activating the ‘downstream’ mitogen-
activated protein kinase pathway and contributes to the formation of
lateral olfactory tracts®2.

In the immune system, Sema7A expressed on activated T cells stimu-
lates macrophages to produce proinflammatory cytokines through the
o, B, integrin®*. Thus, integrin-mediated signaling is acommon mecha-
nism by which Sema7A functions in both the nervous and immune
systems. As a glycosylphosphatidylinositol-anchored protein, Sema7A
is recruited to lipid rafts that accumulate at the immunological synapse
between T cells and macrophages, where it interacts with o, B integrin®®.
So far, B, integrin has been identified as a collagen receptor and as
an ‘anchor’ that interacts with the extracellular matrix to retain effector
cells at sites of inflammation®-%, Thus, Sema7A interacts with o, B,

Figure 4 A model for Sema7A function in T cell-mediated inflammation. Sema7A is a glycosylphosphatidylin
ositol-anchored protein whose expression on T cells is sustained in large amounts once the cells are activated.
When tissue-infiltrating effector T cells encounter macrophages, Sema7A on T cells is rapidly redistributed to
the immunological synapse along with lipid rafts and induces clustering of o, B, integrin on macrophages. The
Sema7 A signals mediated by o, B, integrin stimulate macrophages to produce proinflammatory cytokines and
trigger inflammatory processes at peripheral tissues. The interaction of Sema7 A with oy B, integrin might also
promote firm adhesion between T cells and macrophages. Macrophage activation by Sema7A is followed by
the action of CD40L and IFN-y, both of which are induced in effector T cells only after antigen recognition on

macrophages and further promote inflammation.
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integrin in a totally different way than collagens do and might deliver
stimulatory signals to macrophages more efficiently through the special -
ized signaling module.

Sema7A-deficient mice are defective in T cell-mediated immune
responses such as contact hypersensitivity and EAE®, Detailed i vivo anal-
yses have indicated that Sema7A deficiency does not affect the generation
of antigen-specific effector T cells and their migration into inflammatory
sites. However, Sema7A-deficient T cells fail to induce contact hypersen-
sitivity responses when directly introduced into the antigen-challenged
site. Therefore, the interaction of Sema7A with o, B, integrin is crucial for
T cell-mediated macrophage activation at sites of inflammation. It has
been reported that Sema7A is involved in the pathogenesis of lung fibrosis
induced by transforming growth factor-B1 (ref. 70). In this disease devel-
opment, transforming growth factor-P1 activates phosphatidylinositol
3-OH kinase and its downstream component protein kinase B (Akt) in a
Sema7A-dependent way. Given the importance of the phosphatidylino-
sitol 3-OH kinase-protein kinase B (Akt) pathway in integrin-mediated
signaling®, it is possible that Sema7A is involved in this disease model
by means of integrin receptors.

This newly identified immune function of Sema7A provides insight
into the mechanism by which effector T cells induce inflammation
through macrophage activation. In the conventional model of T cell
mediated inflammation, IFN-yand CD40L are the most potent effec-
tor molecules that promote inflammatory programs in macrophages®'.
However, these factors are synthesized anew in T cells only after antigen
recognition on macrophages, a process that requires several hours®!.
Moreover, the induction of CD40 on macrophages requires [FN-y pro-
duced by activated T cells”". In contrast, high expression of Sema7A is
maintained on eftector T cells after they differentiate from naive T cells®,
Thus, it is conceivable that Sema7A helps initiate inflammatory cascades
by stimulating cytokine production by macrophages, and its adhesive
interactions with o, B, integrin support firm contacts between effector
T cells and macrophages, ensuring efficient induction and action of
IEN-yand CD40L (Fig. 4). In addition to the direct activation of mac-
rophages, effector T cells are also involved in the recruitment of mac-
rophages into inflammatory sites by
producing chemokines such as CCL2
(ref. 61). An in vitro study has shown
that recombinant soluble Sema7A acts
as chemoattractant for monocytes
with much more potency than canoni-
cal chemokines”?, which suggests that
Sema7A derived from effector T cells
promotes macrophage recruitment to
sites of inflammation.

Other semaphorins are also thought
to participate in inflammatory immune
responses. Indeed, recombinant human
class IV semaphorins induce cytokine
production from monocytes, although
their precise functions in inflammation
remain elusive”. Furthermore, a vac-
cinia virus semaphorin, A39R, binds
plexin-Cl1 and induces robust responses
in human monocytes, including aggre-
gation and cytokine production'”. It
is possible that infected cells express
and secrete this virus semaphorin to
enhance inflammatory responses and
exacerbate disease by activating the
host immune system.
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Concluding remarks and future directions

As described above, accumulating evidence has identified the semapho-
rin family as a new class of immunoregulatory molecules. Although
detailed analyses have been made of only a limited number of family
members, they actively participate in various aspects of the immune
response by several distinct mechanisms. Beyond the basic implications,
studies of immune semaphorins have provided valuable insights into
therapeutic strategies for autoimmune and allergic diseases, as involve-
ment of semaphorins in the pathogenesis of these immune disorders has
been demonstrated in several animal models?*25:#4:49,

However, resolution of an important issue remains elusive. So far,
most of the immunological studies of semaphorins have focused on
their costimulatory effects on immune cells. In the nervous and cardio-
vascular systems; however, semaphorins have established functions in
regulating cell motility and morphology through receptors belonging to
the plexin family*’. In addition, emerging evidence suggests that there
are two convergent mechanisms by which semaphorin-plexin signal-
ing affects these aspects of cellular functions*”. One is the regulation of
actin cytoskeleton through GTPases of the Rho family, such as Rho and
Rac, and the other is the modulation of integrin-mediated cell adhe-
sion that involves a Ras-family GTPase, R-Ras. However, the function
of semaphorins in regulating the migration and adhesive interaction of
immune cells has been poorly elucidated.

Several aspects of immune responses, including the transmigration
of leukocytes through vascular endothelium and the formation of
immunological synapses, are heavily dependent on cytoskeletal dynam-
ics and integrin activity’47¢. Thus, it is reasonable that semaphorins
might use plexin receptors to regulate the migration and adhesion of
immune cells and therefore are involved in these key steps of immune
responses. Indeed, there are data supporting that hypothesis. It has
been reported that recombinant soluble Semad4D inhibits the migra-
tion of B cells, monocytes and immature DCs?77%, In DCs, this effect
seems to be mediated by plexin-Bl, a canonical Sema4D receptor in
the nervous system’”. In addition, the virus-encoded semaphorin A39R
suppresses the integrin-mediated adhesion and migration of DCs by
means of plexin-Cl1 (ref. 79). Moreover, Sema6D induces activation of
Rac GTPase in DCs*?, which suggests that the Sema6D-plexin-Al inter-
action regulates cytoskeletal events in DCs. Because activation of Rac
GTPases in DCs is essential for dendrite extensions and contacts with
naive T cells®, it is possible that Sema6D-induced activation of Rac
GTPases facilitates the initial scanning of T cells by DCs. In the context
of T cell-DC interactions, it is also possible that Sema4A expressed on
DCs affects actin-mediated receptor redistribution and integrin activi-
ties on the T cell side of the immunelogical synapse, ensuring optimal
T cell activation.

At present there is a surge of innovation in imaging technology for
the in situ visualization of the immune system. In particular, advances
in multiphoton-excited laser-scanning microscopy have allowed real-
time imaging of immune cells in living lymphoid tissues®!. Only a few
years after the introduction of this technology, various components of
the immune response have been visualized, providing new and valu-
able insights into fundamental ideas in immunology*»®. In combina-
tion with conventional experimental methods, this powerful imaging
technique could be instrumental in addressing the precise function
of semaphorins in regulating immune cell dynamics in a complex
physiological milieu. Although studies of immune semaphorins so
far have described differences rather than similarities in semapho-
rin functions among physiologically distinct systems, identifying the
unifying principle of semaphorin signaling that operates throughout
the body will lead to comprehensive understanding of this interesting
family of proteins.
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Note: Supplementary information is available on the Nature Immunology website.
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The spatial and temporal distribution of excitatory and inhibitory membrane potential responses on a
cell plays an important role in neuronal calculations in local neuronal circuits in the brain. The electrical
dynamics of excitatory and inhibitory inputs along the somatodendritic extent of CA1 pyramidal cells
during circuit activation were examined by stimulating strata radiatum (SR), oriens (SO), and
Jacunosum-moleculare (SLM) and measuring laminar responses with voltage-sensitive dye (VSD) optical
recording methods. We first confirmed the linearity of the optical signal by comparing fluorescence

;‘;’;":”1 changes in CA1 to global membrane potential changes when slices were bathed in high-potassium
Imeg:a:m ([K*]o = 25 mM) solution. Except for a TTX-sensitive component in stratum pyramidale, fluorescence

changes were equal in all strata, indicating that VSD sensitivity had reasonable linearity across layers.
We then compared membrane potential profiles in slices exposed to picrotoxin, a GABA, receptor
antagonist. We attributed the picrotoxin-induced changes in the first peak of the excitatory membrane
potential to feed-forward inhibition and the later response (appearing 30 ms after stimulation) to
feedback inhibition. A difference in feed-forward components was observed in perisomatic and distal
apical dendritic regions after SR stimulation. SLM stimulation produced large differences in perisomatic
and apical dendritic regions. SO stimulation, however, produced no feed-forward inhibition at the
perisomatic region, but produces feed-forward inhibition in distal dendritic regions. These results
suggest that actual inhibition of membrane potential response by feed-forward inhibition is greater at
perisomatic regions after SR or SLM stimulation but is smaller at distal dendritic regions after SR, SO, and
SLM stimulation.

Action potential firing
Computer simulation

+ 2009 Elsevier Ireland Ltd and the Japan Neuroscience Society. All rights reserved.

1. Introduction excitatory and especially of inhibitory synapses terminating on a
cell in on-going neuronal circuit activity is not clear.

The existence of inhibitory postsynaptic potentials elicited by
stimulating the main input to the CA1 circuit has been long known
(Kandel et al., 1961; Andersen et al., 1963, 1964; Buzsaki, 1984).
This circuit has been designated as a recurrent inhibitory system.

Feed-forward inhibition activated by orthodromic stimulation has

Neurons possess highly organized membrane structures
through which membrane potential fluctuations play an important
role in the integration of neural information. The integration
properties of a neuron largely depend on neuronal channel
properties and geomnetries. Many electrophysiological methods

can directly access the electrical properties of dendrites (Stuart
et al., 1993; Davie et al., 2006), even those of fine basal dendrites
(Nevian et al., 2007). However, the actual degree of activation of

* Corresponding author at: Kagawa School of Pharmaceutical Sciences, Tokush-
ima Bunri University, 1314-1 Shido, Sanuki, Kagawa 769-2193, Japan.
Tel.: +81 87 894 5111x6708; fax: +81 87 894 0181.
E-mail address: tominagat@kph bunri-u.ac.jp (T. Tominaga).
' Present address: BrainVision Inc., 3-46-8 Narimasu, Itabashi, Tokyo 175-0094,
Japan,

also been identified (Dingledine and Gjerstad, 1980; Alger and
Nicoll, 1982b). The locus of inhibitory synaptic input has been
tested by local application of GABA in combination with local
electrical stimulation (Andersen et al., 1980; Alger and Nicoll,
1982a), and the time course of the inhibitory input has been shown
to overlap with the excitatory input (Dingledine and Langmoen,
1980; Brown and Johnston, 1983; Griffith et al., 1986; Turner,
1990; Karnup and Stelzer, 1999). Inhibition largely depends on
shunting control and scarcely appears in the membrane potential
trace (Turner, 1988; Sayer et al., 1989; Pouille and Scanziani, 2004).
Thus, it has been difficult to measure the impact of inhibitory input

0168-0102/$ - see front matter = 2009 Elsevier Ireland Ltd and the Japan Neuroscience Society. All rights reserved.
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on the membrane potential response, especially in terms of its
distribution along the somatodendritic axis of a cell. Since optical
recording methods can visualize population behaviors within the
CA1 circuit, we used this method to map the distribution of GABAA
receptor-mediated inhibition along the somatodendritic axis of
CA1 pyramidal cells (Megias et al., 2001) and to determine to what
extent inhibition contributes to CA1 signal transduction.

The optical imaging method with voltage-sensitive dyes (VSDs)
represents a potentially useful tool for examining integration
processes (e.g., Antic and Zecevic, 1985; Antic, 2003). Because of its
simple lamellar organization (Andersen et al., 1969b), the in vitro
hippocampal slice preparation is ideal for studying neural
integration in neural circuits. Optical imaging with VSDs has
many advantages (Grinvald et al., 1982; Barish et al., 1996;
Tominaga et al., 2000, 2001, 2002; Inoueet al., 2001 ; Mochidaet al.,
2001, Aihara et al., 2005; Mann et al., 2005a; Chang and lackson,
2006): It allows direct viewing of hippocampal layers, thus
allowing optical signals to be attributed to specific membrane
areas of the major cell type, the pyramidal cell. For example, neural
integration in area CA1 can be assessed by examining signals in
stratum radiatum (SR), which correspond primarily to the
membrane potential responses of pyramidal cell apical dendrites,
and signals in stratum pyramidale (SP), which correspond
primarily to membrane potential responses of pyramidal cell
somas.

One potential drawback of optical recording, however, is that
the nature of optical signals precludes an interpretation of the
optical data in terms of absolute membrane potentials. A typical
example is seen in optical signals resulting from stimulation of
Schaffer collateral axons in SR. Even if the stimulus intensity is high
enough to obtain saturated population spikes, the optical signals
measured from SR (which correspond to a few tens of millivolts of
excitatory postsynaptic potential [EPSP]), are larger than those
measured from SP (which correspond to over a hundred millivolts
of action potential). To identify the potential source of this
disparity, we analyzed steady membrane potential changes in
slices perfused with high-potassium medium, and examined the
profiles of population membrane potential responses using a
simulator called NEURON (Hines and Carnevale, 1997). The results
suggest that the nature of the population optical signal is the major
cause of the disparity.

Taking advantage of this optical measurement method, we have
successfully characterized the inhibitory action and its distribution
on actual membrane potential response of feed-forward and
feedback inhibition within Schaffer collateral inputs to the
perisomatic region of CA1 pyramidal cells and found that the
spatial contribution of inhibitory inputs onto postsynaptic cells
differed.

Some preliminary results of this study have been published in
abstract form (Tominaga et al., 2003).

2. Materials and methods

All animal experiments were performed according to protocols
approved by the Animal Care and Use Committee of Tokushima
Bunri University and RIKEN, and the U.S. National Institutes of
Health Guide for the Care and Use of Laboratory Animals. All efforts
were made to minimize the number of animals used and their
suffering.

2.1. Slice preparation and staining with VSD

Hippocampal slices (400 mm thick) were prepared from 4- to 5-
week-old male rats, decapitated under deep-ether anesthesia. The
brains were quickly cooled in ice-cold artificial cerebrospinal fluid
(aCSF) (124 mM NaCl, 2.5 mM KCI, 2mM CaCl;, 2 mM MgSO,,
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1.25 mM NaH,PO,, 26 mM NaHCO,, and 10 mM glucose, pH 7.4)
bubbled with 95%/5% 0,/CO; gas. After cooling for 5 min, the
hippocampus was dissected out along with the surrounding cortex
and sliced into 400-mm-thick transverse sections with a vibratome
(Leica VT-1000). Following a short incubation in gassed aCSF for 3-
5 min, each slice was transferred onto a fine-mesh membrane filter
(Omni Pore membrane filter, JHWP01300; Millipore Corp., MA,
USA), held in place by a thin Plexiglas ring (inner diameter, 11 mm;
outer diameter, 15 mm; thickness 1-2 mm). These slices were
transferred to a moist chamber continuously supplied with the
humidified O, and CO; gas mixture. The temperature was held at
328C for 1 h, and then maintained at room temperature. After 1h
of incubation, slices were stained with VSD (100 mi of staining
solution/slice) for 25 min and washed with normal aCSF. VSD
(0.2 mM Di-4-ANEPPS; D-1199, Molecular Probes Inc., OR, USA)
was dissolved in a mixture of 2.7% ethanol, 0.13% Cremophor EL
(Sigma), 50% fetal bovine serum (Sigma), and 50% aCSF. The slices
were subjected to experiments after at least 1 hincubation at room
temperature after the wash.

2.2. Optical recording

The Plexiglas ring supporting an individual slice was placed in
an immersion-type recording chamber. Slices were continuously
perfused with prewarmed (31 8C) and oxygenated (95%/5% 0,/
CO; gas mixture) aCSF at a rate of 1 ml/min. Custom laboratory-
designed epifluorescence optics consisting of two principal lenses
was used. The optics consisting of a modified 35-mm camera lens
(f =50 mm F/1.4, Nikon; the final magnification of the system was
* 1.5) or a custom made objective lens (Olympus MYCAM 5+ /0.6
WI; the final magnification of the system was about « 5) as the
objective lens, and a lens (f=55 mm=+ 1.0 Leica Microsystems
MZ-APO) as the projection lens. The excitation light was provided
by a halogen lamp source (150 W; MHW-G150LR, Moritex Corp.)
through a excitation filter (I = 530 « 10nm) and reflected onto a
specimen by a dichroic mirror (I =575nm). Fluorescence was
passed through an emission filter (1 > 590 nm) and projected onto a
CCD camera or a MOS imager (MiCAMO1 and MiCAM Ultima,
respectively; BrainVision, Inc., Tokyo, Japan). Optical signals were
calculated as the ratio of fractional change in VSD fluorescence to
baseline VSD fluorescence (DF/F). The optical signals referred to in
the following sections represent signals filtered in spatial and
temporal dimensions with a Gaussian kernel of 5+« 5+ 3 (hor-
izontal » vertical « temporal). We confirmed that this procedure
produced steady and flat baselines and did not cause any artificial
drift in signals in the absence of electrical stimulation. We analyzed
the optical signals offline using a procedure developed for Igor Pro
(WaveMetrics Inc., OR, USA). VSD fluorescence at a wavelength of
530 nm decreases in response to the depolarization of the
membrane. To fit the polarity of the response to conventional
membrane potential changes, we expressed the optical signal in a
polarity that matches the membrane potential change. For example,
decreased fluorescence, which corresponds to depolarization, is
represented as a positive deflection. However, when a global
fluorescence change was observed, we used the polarity of the
fluorescence change, as shown in Fig. 2.

2.3, Time-lapse imaging

Since the imaging system was created and optimized for fast
acquisition, slow changes in fluorescence, such as responses to
bath application of test solutions, could not be evaluated.
Accumulation of static charges on pixels of the imager over long
periods tended to create unstable drifts in the baseline. To mitigate
this problem, we acquired 85 consecutive frames of data at short
intervals (85 frames at rate of 1 ms/frame), every 10s. The
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consecutive images captured during each frame were averaged,
and this average represented frame data for each 10s interval. A
sequence of frames was produced using a macro developed for use
in the MiCAMO1 image acquisition program. These sequences were
then analyzed using a laboratory-designed function of IgorPro
(both macro and function available upon request).

2.4. Electrophysiological recording

Patch-clamp recordings in the whole-cell mode were made
using a patch-clamp amplifier with a capacitive headstage
(Axoclamp 700B, Axon Instruments, Foster City, CA) using pipettes
(3-5 M) of borosilicate glass (Sutter Instruments, Novato, CA)
pulled using a P-97 Flaming-Brown pipette puller (Sutter
Instruments, Novato, CA). Whole-cell recordings were low-pass-
filtered at 3 kHz and digitized at 10 kHz. Data were digitized with a
digitizer (ITC-18, Instrutech Inc., NY) and fed into a computer for
off-line analysis (Apple Computer) using a laboratory arranged
software on IgorPro (WaveMetrics Inc., OR, USA). Electrical
stimulation were applied by constant current pulses (A395,
WPI) through a glass microcapillary tube (5 mm inner diameter;
filled with aCSF) placed in the stratum oriens (S0), stratum
radiatum and stratum lacunosum-moleculare (SLM). Neurons
were visualized by the oblique illumination with aid of contrast
enhancement of a CMOS-camera (SKDCE-2EX, Sigma Koki Co.,
Tokyo, Japan) with an upright microscope (BX-51WI, Olympus
Tokyo, Japan). In voltage-clamp mode, a test membrane potential
step (+ 10 mV) were always applied prior to electrical stimulation,
and traces with those series resistance (Rs) lower than 20 MV
were accepted.

The pipette solution consisted of, in mM: 130 Cs-MeS0Os, 10
Hepes, 4 MgCl, 4 NaATP, 0.4 NaGTP, 10 Na-Phosphocreatine, 10
EGTA; PH was adjusted to 7.2. 5mM QX-314 was also added.

A glass microcapillary tube (5mm inner diameter: filled with
aCSF) was used as a recording electrode for field potential
recordings.

The electrophysiological recording system was controlled by a
procedure developed in Igor Pro (WaveMetrics Inc, OR, USA).

2.5. Neuron simulation

Numerical simulations were performed with NEURON (ver. 5.7)
(Hines and Carnevale, 1997) on a Macintosh computer (Mac OSX).
A realistic morphological and electrophysiological multi-compart-
ment model of a CA1 pyramidal neuron was employed (Migliore
et al, 1999; Migliore, 2003). The model consisted of 202
compartments representing the neuron’s axon, soma, and den-
drites. Please refer to the Neuron Model DB (http://senselab.me-
d.yale.edu/modeldb/ShowModel.asp?model=19696) for the detail
of the distribution and kinetics of the active conductance (gna. 9kor
gka and gy), and passive electrical properties of the components
and synaptic connections embedded into the model. The simulated
membrane potential response of each compartment was analyzed,
and membrane potential profiles were drawn using IgorPro
software and custom-made macros.

We calculated two different membrane potential profiles. In
order to obtain two different membrane potential profiles for the
case where the cell produces almost same amplitude of EPSP while
one with action potential and the other without, we changed
weight value in the model to seek the threshold. The resulted
membrane potential profiles obtained just below the threshold
(weight was 1.231e" ?, see Fig. 4Ba) and above the threshold
(weight was 1.24e” ?, see Fig. 4Bb) showed almost similar
amplitude and time course of EPSP (Fig. 4A).

The membrane potential profile of a population of cells (Fig. 4C)
was calculated as an average of membrane potential (Vmyyg) as

function of distance from the soma (L) and proportion of the
number of the non-excited cell relative to the excited cell (p)
according to the equation below;

Vm“g-L; p** ~p* 1'vmepsp'L' . vaP'L"
p

where VMgp<p(L) and Vmap(L) are the membrane potential caused
by the just below the threshold and just above the threshold,
corresponding to the membrane potential profiles drawn in
Fig. 4Ba and Bb respectively.

The PR ratio in Fig. 4D was calculated the ratio of the responses
in SP (L = 0 mm) and those in SR (L = 250 mm), as a function of the
proportion (p);

(1)

Vm.g-o.' p*

Vm,,q°250; p* @

PRratio=p- -
The PR ratio for optical signal was calculated as the ratio of the
amplitude of optical signal at L = 0 mm and those at L = 250 mm.

3. Results
3.1. Amplitude distribution of neuronal responses in the optical signal

VSDs are molecular probes that convert membrane potential
changes to changes in fluorescence. Fig. 1B-D shows a typical
optical signal response when an electrical stimulus (250 mA,
200 ms in positive-negative direction) is applied to the Schaffer
collaterals in area CA1 of the hippocampus (please see Tominaga
et al., 2000, 2002).

Fig. 1B shows consecutive images of optical signals obtained at
different times, starting from the stimulation. Representative
traces of responses as a function of time, recorded at representative
pixels are presented in the lower part of the panel. The left-most
trace shows responses recorded at the stimulating site, showing
that the stimulus artifact was followed by the postsynaptic
response. The large arrow in this trace points to the peak of the
stimulus artifact. Representative traces recorded from mid- and
distal parts of CA1 are also indicated by large arrows. Because the
peaks of individual optical traces appeared at different times due to
propagation of the response, we used the peak amplitude as
representative values in the following section to compare the
amplitude of the response.

The time course of the optical signal along the somatodendritic
axis of pyramidal cells is shown in Fig. 1C. The largest change
appeared in the middle of SR, while in SP the peak was smaller and
was followed by a hyperpolarizing response. The traces at each
representative pixel are shown in Fig. 1D. Traces corresponding to
different stimulus intensities are shown in pseudo-color code.
Regardless of stimulus intensity, in SR responses were larger than
those in other layers, whereas in SP responses were smaller, but
hyperpolarizing responses were larger than those in other layers.

The distribution of the amplitude information was mapped
(projected) onto a single frame in Fig. 1E, which shows the
amplitude distribution of the maximum response (traces with
arrows in Fig. 1B) at each pixel (maximum response map).
Profiles of the maximum amplitude map along the somatoden-
dritic axis of pyramidal cells are shown in Fig. 1F. The response
profiles at different distances from the stimulating site (90, 180,
360, 540 mm) are shown. At each site, the peak response
appeared in the middle of the SR (about 200 mm from the soma).
The maximum response measured in stratum oriens was 70% or
less of that measured in SR. This relationship was maintained
across stimulus intensities (Fig. 1G and H); at each stimulus
intensity, the peak amplitude of the optical signal was larger in
SR.
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Fig. 1. Amplitude distribution of a Schaffer-collateral-evoked optical signal in area
CA1 in the rat hippocampal slice preparation. (A) Schematic illustration of a rat
hippocampal slice superimposed onto the fluorescent image of the recording area.
The sampled area of the imaging system was about 1.8mm+ 1.8 mm. Stim.,
stimulation electrode; SO-A, stratum oriens-alveus; SP, stratum pyramidale; SR,
stratum radiatum; SLM, stratum lacunosum-moleculare. (B) Consecutive images
(left to right. top to bottom) showing optical signals obtained every 0.2 ms, starting
from the stimulation. Lower traces are representative traces obtained at pixels in
the indicated field of view. Arrows show the pixel where the signal showed a peak in
the consecutive images. (C) A pseudo-colored three-dimensional graph of a slit
recording of the optical signal in B obtained at about 90 mm from the stimulating
electrode. (D) The representative traces of the optical signals recorded from
representative pixels a-g in the slit image shown in panel C. The pseudo-color
coded traces in a-g represent responses to different stimulus intensities (20, 30, 40,
50, 80, 120, 200, 250 MA, respectively). (E) A pseudo-colored image of the projection
of the maximum response at each pixel. (F) Maximum response profiles of the slice
image in C (thick trace) and at slits at increasing distances (180, 360, 540 mm) from
the stimulating electrode. (G) Response profiles at 90 mm from the stimulating
electrode at different stimulus intensities. These color coded responses correspond
to those shown in panel D. (H) Stimulus-response relationships recorded from SR
(open circles, 200 mm from the soma) and SP (filled circles) (n = 6 slices; bars, SEM).
The data were acquired with a MiCAM ultima system sampling at a 10 kHz frame
rate.
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The soma responses should correspond to action potential firing
in the pyramidal cell layer and should be over 100 mV of the
membrane potential shift, while dendritic responses in SR should
correspond to EPSPs and should be a few tens of millivolts of the
membrane potential shift. If the response measured by VSD reflects
the membrane potential amplitude, then we would expect larger
responses in SP than in SR. In our optical recordings, however, we
observed the opposite: Optical signals in SR were larger than those
in SP. This observation raises the possibility that the VSD signal
varies in sensitivity to membrane potential changes in different
layers. If this were indeed the case, then it would be difficult to use
VSD signals to compare the membrane potential response along
the somatodendritic axis of pyramidal cells.

3.2. Changes in fluorescence caused by steady resting membrane
depolarization show less VSD-signal-layer specificity

The apparent lack of correspondence between the amplitudes
of the optical signal and actual membrane potential changes in SP
and SR could be due to (1) tissue-dependent differences in VSD
sensitivity, or (2) the population nature of the optical signal. To test
these possibilities, we visualized steady fluorescence changes in
response to experimental manipulation of [K*]s, which should
cause tissue-independent, uniform depolarization of the resting
membrane.

Switching the perfusate from control aCSF ([K*]o =25 mM) toa
high-K* solution ([K*]o = 25 mM) produced decreased fluorescence
(Fig. 2A). Washing out the high-K* solution caused the responses to
recover, with fluorescence levels returning to control levels. The
distribution of the depolarizing response, as measured by a
decrease in fluorescence, is shown in Fig. 2Ba. The ratio of the
decrease relative to initial fluorescence (Fig. 2Ba) shows uniform
changes in fluorescence in SR, while large changes occur in SP and
SO (yellow-orange peaks orthogonal to the blue plane, Fig. 2B,
panel a; also see Fig. 2C).

To test whether the large fluorescence change in SP and SO was
caused by action potentials arising from postsynaptic cells, we
added TTX to the high-K* perfusate (Fig. 2Bb). The steep peak
disappeared when TTX was added to the high-K* solution (Fig. 2B,
panel b). Profiles of the fluorescence changes along the somato-
dendritic axis of pyramidal cells are plotted in the graph of Fig. 2C
and pooled data are plotted in the graph of Fig. 2D. These profiles
show that the high-K*-associated (open circles) peak responses
detected in SP and SO were greatly diminished by the application
of TTX (filled circles). At each sampling point along the entire
length of layers, the difference between pre-TTX and post-TTX was
p < 0.05. This suggested that the peak was caused by action
potential firing of neurons.

To exclude the effects of transmitter release from depolarized
cells, we applied a cocktail containing major excitatory and
inhibitory receptor blockers (50 mM APV, 10 mM CNQX, 20 mM
bicuculline) to the high-K* perfusate (open triangles). The
cocktail reduced the high-K*-depolarizing response (p < 0.05) in
SR, SO, and stratum lacunosum-moleculare (SLM), suggesting
that excess glutamate and/or GABA around the cells contributed
in part to the depolarization we observed in slices bathed in
high-K* solution. A peak near the soma region was abolished
with TTX (filled triangles). Hence, this observation supports the
possibility that the unequal distribution of fluorescence change
in SP was caused mostly by action potentials from postsynaptic
cells.

The steady and uniform fluorescence changes we observed in
the absence of action potential (in TTX) imply that differences in
layer-dependent VSD sensitivity may not be a major cause of the
apparent mismatch between the optical signal amplitude and
membrane potential response amplitude shown in Fig. 1.
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Fig. 2. Changes in VSD fluorescence measured in the middle of the SR of area CA1. (A)
Relative fluorescence intensity (DF/F) was measured and plotted against time. Each
dot represents the average of 85 frames of fluorescent images obtained at a rate of
1 ms/frame and at 10's intervals. The external solution was changed to a higher K’
solution ([K‘]o = 25 mM) from normal aCSF ([K*]o = 2.5 mM) for 30 min. The absolute
fluorescence intensity is indicated in the right axis. Arrows labeled a and b point to the
representative frames used for constructing the graphs in panel B. (B) The effect of TTX
on the distribution of fluorescence changes in response to stimulation with high-K*
solution. Three-dimensional graphs showing the amplitude of responses to high-K*
solution in the absence (a) and presence (b) of TTX. TTX decreased the amplitude of
responses, as reflected by a decrease in fluorescence. (C) Profiles of fluorescence
changes along the somatodendritic axis of pyramidal cells in the absence (high-K")
and presence of TTX (high-K* + TTX). (D) Pooled data of fluorescence changes under
high-K* (open circles) and high-K* + TTX (filled circles) conditions. The other set of
data show the changes after application of APV, CNQX, and bicuculline without TTX
(opentriangles) and with TTX (filled triangles). Data are means « SEM (n = 4-9slices).

3.3. The distribution of membrane potential responses along the
somatodendritic axis of pyramidal cells as simulated with the NEURON
simulator was similar to the membrane potential profiles measured in
slices bathed in high-K* solution

The population nature of the optical signal may underlie the
apparent mismatch between the optical signal amplitude and
membrane potential response amplitude. To test whether this is
the case, we changed the composition of a population of cells so
that it comprised cells that fire action potentials and those that do
not when stimulated by a single electrical shock to the Schaffer
collaterals. Since it is difficult to identify these cells and alter the
population of cells accordingly, we used a realistic numerical
model of a hippocampal CA1 pyramidal neuron (Migliore et al,
1999) to simulate the distribution of membrane potential
responses in area CA1. The software we used is called NEURON
(Hines and Carnevale, 1997). Fig. 3A illustrates this model in terms
of a tree-like drawing showing the topographical geometry of the
CA1 pyramidal neuron we modeled. The traces in Fig. 3A show
representative membrane potential responses at different sites (0,
100, 200, and 300 mm from the soma) in response to a relatively
strong synaptic input. The membrane potential responses in
different segments were used to estimate the distribution of the
response along the somatodendritic axis of the cell using
information about the digital morphological reconstructions of
the cell.

Fig. 3B shows the membrane potential response profiles along
the somatodendritic axis of the CA1 pyramidal neuron we
calculated using the simulation results when either a just-above
threshold or a just-below threshold input was provided. In this
model, the synapses terminated 200 mm from the soma. Thus, we
could reproduce the membrane potential profiles of cells that fire
action potentials (Fig. 3Ba) and of those that do not fire action
potentials (Fig. 3Bb) but have almost identical EPSP amplitudes.

The membrane potential responses along the somatodendritic
axis of the pyramidal cell are shown in the three-dimensional (3D)
graphs of Fig. 3B. Although the size of the EPSP was almost
identical, the overall potential profiles were quite different. When
the pyramidal cell fired an action potential, very strong responses
(almost 80 mV) occurred in SP and SO, and rather small (40 mV)
responses occurred in the middle part of the apical dendrite
(L = 300 mm) (Fig. 3Ba). On the other hand, when the pyramidal cell
did not fire an action potential, small responses occurred in the
middle part of the dendrite (Fig. 3Bb). Both of these simulations did
not resemble the amplitude and distribution of responses we
obtained by optical recording (cf. Fig. 1).

3.4. Reducing the proportion of excited neurons can mimic the profile
of responses obtained by the optical recording method

Fig. 4 shows membrane potential response profiles calculated
from our simulated results. We simulated membrane potential
responses to apical dendritic synaptic input that was just below
threshold for action potential generation (EPSP only; gray trace in
Fig. 4A) and to synaptic input that was just above threshold (EPSP
followed by an action potential; black trace in Fig. 4A). The
distribution of peak membrane potential changes along the
somatodendritic axis of the modeled pyramidal neuron is shown
in Fig. 4B (panels a and b, respectively). It is clear from the figure
that the shapes of the two membrane potential profiles are quite
different. When the pyramidal cell received just-above threshold
input that elicited an action potential, the membrane potential
responses over SP (distance < 0 mm from the soma) showed a large
plateau; the tail-end of the response at the apical dendrite showed
no obvious peak (Fig. 4B, panel b). On the other hand, when the
pyramidal cell received just-below threshold input that failed to
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Fig. 3. (A) A realistic multi-compartment model of a pyramidal cell. Each segment
has its own electrophysiological characteristics. The graph shows membrane
potential responses of different segments located at different distances from the
soma. The membrane potential responses were calculated from our model using the
NEURON simulator program (Hines and Carnevale, 1997). (B) Time course of
representative profiles of membrane potential changes along the somatodendritic
axis of a CA1 pyramidal neuron in response to a weak synaptic input that fails to
cause an action potential at the soma (a) and to a strong synaptic input that causes
an action potential at the soma (b). These profiles were calculated by averaging the
membrane potential responses measured from each compartment of the neuron
model, Each 3D graph contains linear plots showing the kinetics of membrane
patential changes (left) and the peak membrane potential profiles (right).

elicit an action potential, the membrane responses at the middle of
SR (distance = 250 mm) showed a small peak (Fig. 4B, panel a). The
model employed here is a realistic model neuron that had "active”
apical dendrites (Magee and Johnston, 1995; Migliore et al., 1999;
lohnston et al., 2003). For the input condition that produced an
action potential, the ratio of the membrane potential amplltudé in
SP to that in SR was 5.13, whereas for the input condition that
failed to produce an action potential, this ratio was 0.63. That is, the
response was five times larger in SP than in SR when the cell
generated an action potential. When the cell generated only an
EPSP (Fig. 4Ba), the response in SP was smaller than that in SR.
Fig. 4C shows the profiles of averaged responses when the
number of the cells was changed to contain fewer excited
neurons (i.e., neurons that generated action potentials; Fig. 4Bb)
relative to non-excited neurons (i.e., neurons that generated
only EPSPs; Fig. 4Ba) (see Section 2). The shape of the membrane
potential profile in Fig. 4C resembled the shape of the membrane
potential profile reflected in the optical signal (Figs. 1F,G and
5B). On the other hand, changing the timing of the action
potential firing within the range of 16 ms randomly did not
affect the shape of the profile much (Fig. 4C blue). Fig. 4D shows
the PR ratio, the ratio of the responses in SP (L = 0 mm) and those
in SR (L = 250 mm), as a function of different excited cell-to-non-
excited cell proportions (p; see Section 2). The PR ratio

-393-

157
(A)
_J2mv
10 msec
(B)
S qa .
€52 ] 20 -
o
= ] 0 —
§ -56 —
8-50 | ol
% . 40 —
'E -64 60 —
g T T T T 1 T T T T 1
0 400 0 400

(C)30 — L (um) © 14—, LM

1 9 1.2

20 — s

% . r 10 °
> 10 — C
< 0.8 Op,

- 0o 0

0 T T T — 0.6 — T r T . |
] 400 0 100 200
L (pum) Proportion

Fig. 4. Profiles of membrane potential responses to simulated synaptic input. (A)
Traces representing membrane potential changes at the soma, as simulated using
NEURON. The black trace represents responses to a just-above threshold synaptic
input; the blue trace represents responses to a just-below threshold input. (B)
Membrane potential profiles along the somatodendritic axis of the modeled
pyramidal cell when it received just-below threshold input (a) and just-above
threshold input (b). (C) Black traces show average membrane potential profiles of a
modeled pyramidal cell when the network comprised different proportions of
excited and non-excited cells (1:10, 1:20, 1:40, 1:60, 1:80, 1:100, 1:200), i.e, a
neuron that fired an action potential (Ba) or one that did not fire an action potential
(Bb). A blue trace show membrane potential profile when the action potential firing
show random jitter within a range of 16 ms. (D) Changes in the PR ratio, the ratio of
membrane potential responses in SP (soma; L=0mm) relative to those in SR
(dendrites; L =250mm), caused by changing the proportion of excited cells and
non-excited cells. See Section 2 for detail.

decreased as we reduced the proportion of excited cells to
non-excited cells. When the model comprised one exited cell
among 10 cells, the PR ratio was 1.35. However, when the model
comprised one excited cell among 200 cells, the PR ratio
decreased to 0.72. We chose the latter model to contain 200 cells
because this is the maximum number of cells viewable with our
imaging system, which covers an area of about 25 mm + 25 mm
at the objective plane. The number of cells, therefore, covered by
a single pixel should not exceed 200 cells, assuming that the
diameter of a cell is 10 mm and the optical signal covers a depth
of 200 mm (de Curtis et al., 1999).

For the optical signal shown in Fig. 1E, the PR ratio was about
0.73, which was higher than PR ratios calculated in our simulations
and higher than PR ratios calculated from pooled optical recording
data (0.67 »+ 0.07, mean+ SEM; n = 6 slices; Fig. 5C, open circles). The
PR ratio was calculated as a ratio of the ratio of the amplitude of
optical signal at soma layer (L =0 mm) and those at middle of SR
(L = 250 mm). Fig. 5C (open circles) shows the PR ratios from pooled
data as a function of stimulus intensity. The PRratio first decreased as
stimulus intensity increased, then increased, reaching a maximum of
0.7. The decrement of the PR ratio at lower stimulus intensities
suggests that the membrane potential profile might reflect feed-
forward inhibition activated by Schaffer collateral stimulation (Alger
and Nicoll, 1982b; Turner, 1990).
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Fig. 5. (A) Time course of optical signals recorded from slices bathed in normal aCSF
and after application of PITX. Responses to a weak stimulus (50 mA) (a) and
responses to a strong stimulus (250 MA) (b) are shown. Black traces show the time
course in the presence of PITX; gray traces represent controls. SP, traces obtained at
a pixel corresponding to SP; SR, traces obtained at a pixel in the middle of SR. (B)
Membrane potential profiles obtained from pooled optical recording data. The
membrane potential responses were recorded 90 mm from the stimulating site.
Open circles, slices bathed with normal aCSF (control); filled circles, slices treated
with 100mM PITX. (C) Changes in the PR ratio of optical signal as a function of
stimulus intensity (n = 6 slices; error bars, SEM). Open circles, slices bathed with
normal aCSF (control); filled circles, slices treated with 100mM PITX. Open
arrowheads (a and b) show the stimulus intensities corresponding to traces in panel
A. (D) Membrane potential profile 25-30 ms following stimulation of control (open
circles) and 100 mM PITX-treated (filled circles) slices. Asterisks on traces (B, C, D)
indicate significant differences between profiles recorded under control and PITX
treatment conditions (ANOVA, P < 0.05).

3.5. Optical signals revealed the impact of feed-forward inhibition on
signal propagation in the area CA1 circuit in response to SR stimulation

The firing of principal neurons in area CA1 are thought to be
under the control of feed-forward inhibitory inputs in addition to
feedback types of control in the circuit (Buzsaki, 1984). In feed-
forward inhibition the amount of inhibition is not controlled by the
activation of postsynaptic principal neurons. To determine how
inhibitory inputs affect membrane potential changes along the
somatodendritic axis of a pyramidal cell upon SR stimulation, we
applied PITX, a GABA, receptor inhibitor, to the aCSF solution
bathing the hippocampal slices and monitored optical signals in SP
and SR of area CA1 (Fig. 5).

The effect of PITX on the optical signal is shown in Fig. 5A. PITX
increased the amplitude of the optical signals and prolonged the
response. We defined the increase in the first peak of the response
(filled arrowheads in Fig. 5A) caused by PITX application as feed-
forward inhibition, because this increase preceded the action
potential firing of the postsynaptic cells (see also Fig. 1D). The
effect of feed-forward inhibitory inputs along the somatodendritic

axis is also shown in Fig. 5B as membrane potential profiles of the
first peak, in which the application of PITX increased responses
significantly in the perisomatic region (+ 20 mm < L < 0 mm) and
distal apical dendritic region (L > 360.1 mm) (ANOVA, p < 0.05).
Responses in SR, however, remained almost the same as in the
control condition.

To show control over action potential firing, we plotted PR
ratios (Fig. 5C). The initial decrease in PR ratio was abolished by
adding 100 mM PITX to the aCSF (Fig. 5C, filled circles). That is, as
the EPSP increased, spike activation probability increased in the
presence of PITX. For comparison with feed-forward inhibition
phase, changes in the falling phase (30 ms after stimulation) of the
response are shown in Fig. 5D. A hyperpolarizing response was
seen in SO and on apical dendrites 400 mm from somatic and
perisomatic regions. As is clear in the figure, the hyperpolarizing
response was replaced with a depolarizing response that occurred
along the entire length of the somatodendritic axis. This could
mostly reflect the impact of feedback inhibition on pyramidal cell
activity.

3.6. Optical signals revealed the impact of feed-forward inhibition on
signal propagation in the area CA1 circuit in response to SLM and SO
stimulation

To examine the amount feed-forward inhibitory control
contributed by major input pathways, we assessed membrane
potential profiles in response to SLM and SO stimulation (Fig. 6).

PITX application significantly enhanced the SLM stimulation-
induced response in both perisomatic and distal apical dendritic
regions, as was seen with SR stimulation (Fig. 6B). Significant
differences (asterisks; P < 0.05) were also observed in SO and in
perisomatic (+ 200 mm < L < 126.2 mm) and distal apical dendritic
regions (L > 381.3 mm). It is interesting to note that changes in the
PR ratio after SLM stimulation (Fig. 6C) were quite different from
changes in the PR ratio after SR stimulation (Fig. 5C), even though
both reflect perisomatic inhibition (cf. Figs. 5B and 6B). Upon SLM
stimulation, inhibition in the perisomatic region increased as
stimulus intensity increased, as shown in Fig. 6C, and was
significantly different (P < 0.05) at stimulus intensities greater
than 120 mA. SO stimulation induced larger responses in SO and in
somatic regions. Although PITX application failed to appreciably
affect these responses, PITX affected responses recorded in distal
dendrites, with significant differences observed in regions farther
than 258.8 mm from the soma. This can also be seen in the PR ratio
shown in Fig. 6G. After-hyperpolarization in the perisomatic region
was clear and PITX treatment induced full-range depolarization
along the somatodendritic axis.

3.7. Electrophysiological recording and stimulation

Fig. 7 shows the representative current responses of a
pyramidal cell in the area CA1 upon the SR, SLM and SO
stimulation at two different stimulus intensities (250 mA and
40mA) at different holding potentials (- 90 mV to « 20 mV).
Stimulation elicited a mixture of excitatory postsynaptic current
(EPSC) and inhibitory postsynaptic current (IPSC). As is clear in the
Fig. 7A SR stimulation most right-hand expanded traces at
depolarized holding potential (- 30 mV), a weak stimulation
(40 mA) caused only fast feed-forward IPSC following a sharp
small inward EPSC, while increasing stimulation intensity to
250 mA additionally recruited following feedback IPSC (Glickfeld
and Scanziani, 2006). This was not clear in SO stimulation and SLM
stimulation (Fig. 7B SO and C SLM). The IPSC was not clearly seen
on the traces at + 70 mV, since the calculated reversal potential for
chloride ion (Eg) was about » 73 mV. All the cells tested (n=6)
showed similar tendency.
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Fig. 6. (A, E) Time course of optical signals recorded from slices bathed in normal
aCSF and after application of PITX following SLM stimulation (A) and SO stimulation
(E). Black traces show the time course in the presence of PITX; gray traces represent
controls. SP, traces obtained at a pixel corresponding to SP; SR, traces obtained at a
pixel in the middle of SR. (B, F) Membrane potential profiles obtained from pooled
optical recording data for SLM stimulation (B) and SO stimulation (F). The
membrane potential responses were recorded 90 mm from the stimulating site.
Open circles, slices bathed with normal aCSF (control); filled circles, slices treated
with 100 mM PITX. (C, G) Changes in the PR ratio after SLM stimulation (C) and after
SO stimulation (G) as a function of stimulus intensity (n = 7 slices; error bars, SEM).
Open circles, slices bathed with normal aCSF (control); filled circles, slices treated
with 100 mM PITX. (D, H) Membrane potential profiles 25-30 ms of control (open
circles) and in 100 mM PITX-treated (filled circles) slices following SLM stimulation
(D) and SO stimulation (H). These profiles were obtained from pooled optical
recording data. Asterisks on traces (B, C, D, F, G, H) indicate significant differences
between profiles recorded under control and PITX treatment conditions (ANOVA,
P < 0.05).

4. Discussion

In the present study, we have shown that optical recording with
VSD can be used to measure membrane potential responses of
pyramidal cells in area CA1 of the hippocampal slice after
stimulating the Schaffer collateral pathway. This method allowed
us to demonstrate the impact of a feed-forward inhibitory circuit
on signal propagation following Schaffer collateral activation
(Fig. 5). Itis rather difficult to show the amount of neuronal activity
affected by feed-forward inhibitory pathways because available
methods are limited in their ability to detect neuronal activity
sensitive to inhibitory actions (Turner, 1990).

The reduction of PR ratios (Fig. 5C) at lower stimulus
intensities and the blockade of this reduction by PITX
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Fig. 7. Voltage-clamp recording from a pyramidal cell in response to SR stimulation
(A), SO stimulation (B) and SLM stimulation (C) at two different stimulus intensities
(250 mA; left column) and (40 MA; center column) at different holding potentials at
« B0, *+ 75, + 70, « 65, * 60, * 55, « 50, « 45, + 40, « 35, + 30 and + 20mV. The
expanded and superimposed traces at right-most column show the current
response at depolarized condition (+ 30 mV) and near the resting membrane
potential (+ 70 mV) upon strong stimulus (250 MA; red) and weak stimulus (40 MA;
blue). Stimulation was applied about 90 mm from the pyramidal cell under whole-
cell clamp condition.

corresponds with observations that weak orthodromic stimuli
can evoke IPSPs (Andersen et al., 1969a; Turner, 1988, 1990) and
IPSC (see Fig. 7A). PITX-induced changes in the membrane
potential profiles were mainly observed in SP, not SR (Fig. 5B).
This might be caused by a change in the probability of action
potential firing, as predicted by our simulation model (Fig. 4C).
Much electrophysiological and anatomical evidence exists that
shows feed-forward inhibition affects pyramidal cell excitability
through inhibitory synaptic terminals in SP (Alger and Nicoll,
1982b; Buzsaki, 1984; Lacaille and Schwartzkroin, 1988a,b;
Turner, 1990; Cobb et al., 1997; Megias et al, 2001). Feed-
forward inhibition is thought to make possible the precise
control of spike firing timing (Pouille and Scanziani, 2001, 2004).
Our findings show that optical recording methods can allow us
to visualize the degree of inhibition in an intact neuronal circuit,
which is often difficult to access through traditional electro-
physiological methods (Verheugen et al., 1999).

The inhibitory network in the hippocampus consists of many
kinds of interneurons (Buhl et al., 1994; Freund and Buzsaki, 1996)
and plays a crucial role in brain function, especially in memory
formation and retrieval, by causing oscillations (Buzsaki, 2002;
Mann and Paulsen, 2005, 2006). Oscillations depend on the time-
dependent phasic regulation of unequally distributed excitatory
and inhibitory inputs along the somatodendritic axis of a
pyramidal cell (Megias et al., 2001) and act as “dipoles” (Buzsaki,
2002). The ability to measure somatodendritic membrane
potential profiles with VSD-optical recording methods will be
useful to reveal the dynamics of inhibitory networks (Mann et al.,
2005b).

The SLM stimulation (Figs. 6B and 7B) elicited smaller optical
response compared to that to SR stimulation (Fig. 5B). This may
reflect the smaller temporoammonic pathway (TA pathway) fEPSP
response to SLM stimulation (Remondes and Schuman, 2002,
2003), although our SLM stimulation may contain contamination
of Schaffer collateral stimulation. Please note that the response
caused by SO stimulation shown in Figs. 6E-H and 7C did not
include fraction of the response caused by direct stimulation of
pyramidal cells, since the response was not seen under the
blockade of glutamergic synaptic connection. They are mostly
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reflecting the back propagation of action potential firing of the
pyramidal cells caused by synaptic transmission to the basal
dendrite when the stimulus intensity was strong.

The stimulus—response relationships, as reflected in the PRratios,
following SR and SLM stimulation (Figs. 5C and 6C) were quite
different. That is, the PITX effect reached maximum levels at lower
stimulus intensities during SR stimulation (Fig. 5C), while the effect
reached maximum levels at higher stimulus intensities during SLM
stimulation (Fig. 6C). Since both modes of stimulation induced
significant inhibition in the perisomatic region while sparing
responses from the center of the apical dendrite, the differences
in PR ratios may be due to differential control of feed-forward
inhibition to the perisomatic region. The input pathways to CA1 vary
such that SR receives inputs from CA3 whereas SLM receives inputs
from entorhinal cortex. Thus, the differences we observed may be
due to differences in synaptic action on the same class of
interneurons (Kajiwara et al., 2008) or may reflect the recruitment
of different classes of inhibitory interneurons. This difference may be
due to differential control of CA1 pyramidal cell excitation, since SR
receives inputs from CA3 whereas SLM receives inputs from
entorhinal cortex. On the other hand, feed-forward inhibition was
not observed in perisomatic regions after SO stimulation, even
though it was detected in distal dendritic regions. This difference
may be due to the fact that SO contains inputs from recurrent
collaterals and to a lesser extent from Schaffer collaterals. The role of
these different types of feed-forward inhibition in the CA1 network
should be examined further in detail.

4.1. Does DFF reflect the amount of membrane potential change in
different membrane compartments?

Evaluating the size of optical signals has continued to be
problematic, ever since VSD (WW-401) was first used for optical
recording in mammalian brain slice preparations (Grinvald et al.,
1982). Moreover, it was uncertain whether optical signal amplitude
varied in different tissue components. DF/F is usually used to
calibrate optical signals to some extent according to fluorescent dye
(e.g. RH-796, RH-418, Di-4-ANEPPS, Di-8-ANEPPS). These measures
are based on the observations that optical signals change
proportionally according to membrane potential changes (Conti
and Tasaki, 1970; Cohen et al., 1974; Ross et al., 1977) and that the
proportionality constant of a single membrane or a single cell is the
same. Evaluating the amplitude of an optical signal in tissues is more
difficult because we cannot simply assume that fluorescence
intensity actually reflects dye in the membranes in which we want
to measure membrane potentials. We can classify a dye that has
incorporated into neuronal tissue into three categories depending
on where the dye is incorporated: (1) dyes that incorporate into
neuronal membranes (active neuronal dye); (2) dyes that incorpo-
rate into glial membranes (active glial dye); and (3) dyes that
incorporate into dead cells, connective tissues, and other lipids
(inactive dye). The latter class of dyes should not show membrane
potential changes. If we want to visualize fast neuronal responses via
VSD signals, the second and third classes of dye should appear as
offsets (Forser). These offsets increase only the denominator of an
optical signal, and thus decrease the dye’s sensitivity to membrane
potential changes, i.e., DF/F becomes smaller. In other words, even if
the same membrane potential change occurs in neurons in a tissue,
DF/F can vary depending on the characteristics of the tissue if Fogset IS
different.

When hippocampal slices were stimulated with a high-K*
solution and treated with TTX, the changes in fluorescence were
almost equal in different layers (Fig. 2D). This suggests that, at least
in area CA1, the specificity of the dye for different layers (SO, SP, SR,
SLM) is fairly similar. This implies that the second and third class of
dyes behave similarly in different layers.

We do not know how the second class of dyes (glial dyes) affects
optical signals, but it seems that how a dye affects optical signals
largely depends on the dye itself. Non-fluorescent dyes, which are
visualized through absorption changes at certain wavelengths
(e.g., RH-155), have been reported to be more sensitive to glial
membrane potential changes (Kojima et al., 1999; Kawamuraet al.,
2004). Unlike Kojima and colleagues, however, we observed almost
no effect on optical signal time course in response to a glial
transporter inhibitor (Tominaga et al., 2002). In addition, their
optical signals often lacked hyperpolarizing signals that follow the
EPSP-action potential response. On the other hand, using optical
recording, we observed GABA, receptor antagonist-sensitive IPSPs
that are observable in intracellular recordings (Figs. 1D and 5D and
also see Fig. 5 in Tominaga et al., 2000). Thus, signals observed with
RH-155 would not be detected by Di-4-ANEPPS, the fluorescent
dye we used in the present study (Chang and Jackson, 2003).

4.2. The population nature of the optical signal

Our simulation results (Fig. 4) show that the optical signal may
be influenced by the neuronal makeup of the network. In our
neural network model of area CA1, we changed only the proportion
of cells firing action potentials (excited cells) to those not
producing action potentials (non-excited cells). The ratio of
excited to non-excited cells needed to be reduced to 1:100 so
that the membrane potential profile was similar to the optical
signal. This big difference in the number of excited cells versus
non-excited cells should decrease if we incorporate into the model
randomness in the timing of action potentials. This should be
examined in future experiments. In order to minimize introduction
of assumptions on the population activity, we had to use extremely
simplified binary population calculated with single NEURON
model. This, in turn, could exclude some aspects of dendritic
membrane potential dynamics (Golding and Spruston, 1998;
Sjostrom et al,, 2008). Although our simulation showed that the
population nature could, at least in part, explain the distribution of
optical signal, further details of the actual spatio-temporal
dynamics of the membrane potential response should be examined
elsewhere.

Our simulations indicate that the population nature of the
optical signal may be useful in detecting the synchronicity of
action potentials in a neuronal circuit, which is often important for
representing information in the brain (Mann et al., 2005b; Schaefer
et al., 2006). It would also be useful to visualize how inhibitory
inputs actually act within the neuronal circuit during memory
formation and retrieval (Buzsaki, 2002). Once optical signals are
confirmed to be accurate representations of population signals,
then because of its simplicity, optical recording should be
promoted as a useful method for evaluating neuronal information
processing based on a balance of excitatory and inhibitory inputs
to neurons (Liu, 2004).

GABAergic transmission in the CNS has great importance in
terms of the development of pharmacological targets for treating
various mental disorders. A robust recording method like optical
recording to monitor the inhibitory activity of neuronal tissue
should provide one solution to the growing demands for quick and
comprehensive assay methods for physiological responses.
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