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Abstract

Objective The quality of single-photon emission com-
puted tomography (SPECT) imaging is hampered by
attenuation, collimator blurring, and scatter. Correction
for all of these three factors is required for accurate
reconstruction, but unfortunately, reconstruction-based
compensation often leads to clinically unacceptable long
reconstruction times. Especially, efficient scatter correc-
tion has proved to be difficult to achieve. The objective
of this article was to extend the well-known transmis-
sion-dependent convolution subtraction (TDCS) scatter-
correction approach into a rapid reconstruction-based
scatter-compensation method and to include it into a
fast 3D reconstruction algorithm with attenuation and
collimator-blurring corrections.

Methods Ordered subsets expectation maximization
algorithm with attenuation, collimator blurring, and
accelerated transmission-dependent scatter compensa-
tion were implemented. The new reconstruction method
was compared with TDCS-based scatter correction and
with one other transmission-dependent scatter-correc-
tion method using Monte Carlo simulated projection
data of " Tc-ECD and '*I-FP-CIT brain studies.
Results The new reconstruction-based scatter compen-
sation outperformed the other two scatter-correction
methods in terms of quantitative accuracy and contrast
measured with normalized mean-squared error, gray-to-
white matter and striatum-to-background ratios, and
also in visual quality. Highest accuracy was achieved
when all the corrections (i.e., attenuation, collimator
blurring, and scatter) were applied.
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Conclusions The developed 3D reconstruction algorithm
with transmission-dependent scatter compensation is a
promising alternative to accurate and efficient SPECT
reconstruction,
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Introduction

The qualitative and quantitative accuracy of single-
photon emission computed tomography (SPECT) is
hampered by attenuation, collimator blurring, and
scatter. Whereas attenuation and collimator blurring
can nowadays be corrected in clinically acceptable times,
accurate and efficient scatter correction has been proved
to be a more difficult problem even though scatter com-
pensation has received a lot of attention over the past
two decades.

Scatter-correction methods can generally be divided
into two groups: projection- and reconstruction-based
methods. In the projection-based methods, scatter cor-
rection is usually performed by subtracting the scatter
contribution from the projection data before the actual
reconstruction [1]. These methods differ in how the
scatter contribution is determined. The projection-based
methods are usually easy to implement and fast to
execute, but the overall improvement in image quality
achieved with the scatter compensation, is often reduced
by the noise increase in the reconstructed images owing
to the subtraction procedure. The reconstruction-based
scatter-correction methods, on the other hand, include
the effects of scatter into the forward- and backprojec-
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tors of the reconstruction algorithm without direct
scatter subtraction. The reconstruction-based methods
have been shown to achieve greater accuracy and lower
noise level than the projection-based methods [2, 3], but
they are often unsuitable for clinical practice owing to
unacceptably long execution times because scatter calcu-
lations have to be repeated at each iteration of the recon-
struction algorithm.

One promising projection-based scatter-correction
method that has received a lot of attention is the trans-
mission-dependent convolution subtraction (TDCS)
algorithm [4]. TDCS has been used by our group to
correct scatter in cerebral blood flow [5] and dopamine
transporter [6] quantitation studies. Despite the rela-
tively good performance of TDCS in the aforementioned
experiments, TDCS is still hampered by the fact that as
a projection-based scatter-correction method it relies on
scatter subtraction, and also by the fact that it needs
geometric mean (GM) projection data, which for
example renders accurate collimator-blurring correction
impossible.

Even though the traditional TDCS scatter correction
has its limitations, the transmission-dependent scatter-
modeling approach, when included in reconstruction-
based scatter-compensation method, might prove to be
useful. Hutton et al. [7, 8] used transmission-dependent
scatter modeling to generate scatter projections, which
could be included in iterative reconstruction algorithm
to perform reconstruction-based scatter compensation
in their two-step reconstruction procedure. In this
method, Hutton first reconstructed a “scatter-free”
image using broad-beam attenuation map. This image
was then used as an input for a transmission-dependent
scatter-modeling algorithm to calculate scatter projec-
tions, which were finally used as a constant additive term
in the final “scatter-corrected” reconstruction according
to the method of Bowsher and Floyd [9]. The objective
of our work was to extend the two-step transmission-
dependent scatter correction by Hutton to a “more
natural” single-step scatter-compensation method and
to include it into a fast 3D reconstruction algorithm with
attenuation and collimator-blurring corrections. We
also compared our new reconstruction method with
Hutton’s method and also with conventional TDCS
scatter-correction approach in terms of quantitative
accuracy, contrast, and image quality.

Materials and methods
Implementation of the reconstruction algorithms

The attenuation, collimator blurring, and scatter correc-
tion were implemented into ordered subsets expectation
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maximization (OSEM) algorithm [10]. The OSEM is
given by

new f;"d a pl
f, z,‘s."u wz'-"‘ v;“*fk ; @
where [ is the reconstructed image, p the measured pro-
jections, j (or k) reconstruction voxel index, i projection
pixel index, a, the probability that emission from voxel
J is detected in pixel i, and S, the nth subset, The image
update in OSEM consists of sequential forward- and
backprojection operations, The estimated projections
are obtained by forwardprojecting the current image
estimate (34, /) and correction terms that are used
k

to update the old image are formed by backprojecting
the ratio of the measured and estimated projections

a, =2 ).
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Here, the forward- and backprojectors were
implemented as rotation based [11] (Fig. la), which
makes attenuation, collimator blurring, and scatter cor-
rection relatively straightforward to perform. Attenua-
tion correction factors for each voxel were calculated
simply by summing the rotated attenuation map along
columns, Collimator blurring, on the other hand, was
modeled by convolving each plane of the reconstruc-
tion matrix parallel to the projection plane with a colli-
mator response kernel, which was spatially invariant in
that plane (Fig. 1b) [12]. The collimator response func-
tion was assumed to be a 2D Gaussian function, whose
full width at half maximum (FWHM) is linearly depen-
dent on the distance (d,) from the plane to the
collimator

FWHM(d_,)=0o+pd_,. (2)

Scatter modeling was implemented by slightly modi-
fying the method presented by Hutton et al. [7, 8].
Hutton’s method applies the rotating projectors and it
compensates scatter as follows:

1. At each projection angle a “scatter-free” image,
which has been obtained with reconstruction of the
measured projection data using broad-beam attenua-
tion coefficients, is first multiplied with monoexpo-
nential scatter kernel (€™“"), whose slope (&) is
dependent on depth (d,,) in tissue. A single scatter
kernel is used for each plane at different tissue depth
(see Fig. 1b).

2, Each point on each plane is then scaled with a trans-
mission-dependent scatter-to-primary scatter fraction
SFS“!:
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Fig. 1 a At each projection angle (two projection angles are
shown), the rotating projector rotates the reconstruction matrix
(single transverse plane is shown) so that its front face is aligned
with the projection plane. The projections can be calculated simply
by ing along col of the reconstruction matrix. b Colli-
mator response and scatter response modeling are realized by con-
volving each plane of the rotated reconstruction matrix (3D view
is shown) parallel to the projection plane with an appropriate
kernel

o '
SK,, =A4-B|e -1, 3)

where 4, B, and y are the coefficients obtained from
measurement [4], y, is the linear attenuation coeffi-
cient for voxel k and A voxel size.

3. The convolved and scaled voxel values are finally
forwardprojected for obtaining scatter projection for
the current projection angle.

4. After all the scatter projections are available, a new
reconstruction is started. In this final reconstruction,
the scatter projections obtained in the previous step
are held as a constant term (s), which is added to

the calculated projections [Za,, 24+ s)A
k
Our new method differs from Hutton’s method by the

fact that it does not use a pre-reconstructed broad-beam
attenuation coefficient image to calculate the scatter

projections, but instead we perform the convolution and
scatter-fraction scaling using the current image estimate
(/7). Therefore, our scatter compensation can be pre-
sented as

1. In the forwardprojection step of the OSEM algorithm
at each projection angle the current image estimate
(/") is convolved with the scatter kernels.

. Each point on each plane is then scaled with the
transmission-dependent scatter fraction.

3. The convolved and scaled voxel values are finally

forwardprojected and added to the forwardprojected
primary counts.

(=]

We believe that our approach leads to more natural
scatter compensation, reduces user intervention and
execution time.

Scatter modeling makes reconstruction time consum-
ing and therefore we used coarse-grid modeling [13] to
provide further improvement in speed. In coarse-grid
scatter modeling, scatter compensation is performed
using larger voxel size than the actual reconstruction
voxel size (in our case scatter was calculated using a 64
x 64 x 64 matrix in the case of a 128 x 128 x 128 recon-
struction matrix). It is also worth pointing out that our
method models scatter only in the forwardprojection
step and do not use collimator-blurring compensation in
scatter estimation.

The conventional TDCS was implemented according
to Meikle et al. [4] using a single exponential convolution
kernel and scatter-to-total scatter fractions (SFgy)

1

= A= B ‘f;} ' (4}
where 1,is transmission factor for projection pixel i. Con-
volution with the depth-independent scatter kernel (¢™)
was performed to the measured projections (p,...) after
taking the GM and the result was scaled with the scatter
fraction. The resulting scatter projections were sub-
tracted from the measured projections for obtaining
“scatter-free” projections (p,,,.):

Poosc = Procas ~ SFarr (Prpcay ®€™) (5
The scatter-free projections were finally reconstructed
using OSEM.

Reconstruction al gorithm calibration

The parameters needed for collimator blurring and

scatter correction were obtained from Monte Carlo sim-
ulations with the SIMIND simulator [14]. A low-energy

Eispringer
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Fig. 2 Full width at half maximum as a function of distance from
the collimator for **Tc and "I ™ Tc measurements are shown
with circles and the lincar model fit (Eq. 2) as solid line, whereas
"I measurements are presented with szars and the linear model fit
as dashed line. The parameters o and B in Eq. 2 for "™ Tc were 0.35
and 0.04 and for "I 0.33 and 0.04, respectively

high-resolution parallel hole collimator with 0.14 cm in
hole diameter, a hole length of 2.7 cm, and a septal thick-
ness of 0.018 cm was used. The pixel size in the simula-
tions was set to 0.2 cm, and the projection data were
acquired into a 128 x 128 matrix. Two sets of simulations
were performed using " Tc and '™I as radionuclides.
Symmetrical 15% energy window was centered on the
photo-peak. For "I high-energy photons were not
included in the simulations.

The FWHM as a function of distance was obtained
by simulating point sources in air at different distances
(5cm, 10 cm, 15em, 20 cm, and 25 ¢m) from the colli-
mator. FWHM was calculated by fitting a Gaussian
function to a profile drawn through the center of the
image, and the intercept (ct) and slope (B) in Eq. 2 were
obtained by fitting the linear model to the measurements
(see Fig. 2).

The scatter kernel slope [o(d,,)] for the reconstruction-
based scatter-correction methods (Hutton’s method and
new method) was obtained by simulating a line source
behind slabs of different thickness (2 cm, 4 cm, 6 cm,
8 cm, 10 cm, 12 cm, 14 ¢m, 16 cm, 18 cm, and 20 cm) of
water. Low noise level planar images of the line sources
were acquired and the slopes were calculated by fitting
exponential functions to the scatter tails of profiles drawn
through the center of the image. The results of this exper-
iment are presented in Fig. 3. The slope for each plane at
different depths in tissue in the reconstruction-based
scatter correction was obtained by linear interpolation
from the measurements. The slope for depth-indepen-
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Fig. 3 Scatter kernel slope as a function of depth in water for "™ Tc
and '“I. ™ Tc measurements are shown with solid line with circles
and ""'I measurements using dashed line with stars
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Fig. 4 Scatter fractions as a function of attenuation path length
for *™Tc and '"I. Scatter-to-primary ¢ measurcments are
shown with circles, scatter-to-primary '*'1 measurements with
stars, scatter-to-total "™ T¢ measurements with squares, and scatter-
to-total ¥ ements are pr 1 with pl The build-up
equation fit (Egs. 3, 4) for ®™Tc is shown with solid line and for
'"I as dashed line. The build-up equation parameters 4, B, and y
were 3.6, 2.6, and 0.13 for "™ Tc and 4.3, 3.3, and 0.09 for '”I. The
same A, B, and y parameters fitted well in both Egs. 3 and 4

dent scatter kernel in the conventional TDCS was set to
0.45 Vem for ™ Tc and 0.47 1/em for 'L

The A, B, and 7y scatter-fraction coefficients were
calculated by simulating point sources behind slabs of
different thicknesses (2cm, 4cm, 6 cm, 8cm, 10 cm,
12 ¢cm, and 14 cm) of water. The scatter fractions were
obtained from SIMIND, and these measurements were
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fitted to Eqgs. 3 and 4. Results from this experiment are
presented in Fig. 4.

Brain phantom simulations

The new reconstruction-based scatter-correction method
was compared with that of Hutton’s method and to
TDCS using the Zubal brain phantom [15]. The phantom
was modified 1o represent the uptake of ""Tc-ECD
(gray-to-white matter ratio 2.5:1) and "*I-FP-CIT (stri-
atum-to-background ratio 4:1). SIMIND was used to
create low noise projection data of the phantoms, 120
angles over 360° circular orbit, by simulating approxi-
mately 70 MCts/projection using the same parameters as
was used in determining the parameters for the recon-
struction algorithms with the exception that pixel size
was now 0.225 cm. Attenuation map was created by
assigning correct densities for brain tissue and skull.
The low-noise projections were then used to create
noisy projection sets containing a total of 5 MCts for the
#¥5Te.ECD and 2 MCts for the '""I-FP-CIT, which
represent the average total count levels of P Te-ECD
and '"I-FP-CIT in clinical studies (personal communica-
tion Prof. Jyrki T. Kuikka, Kuopio University Hospital,
Finland).

The noisy projection data were reconstructed using
the new algorithm with (4 iterations and 15 subsets) and
without collimator modeling (2 iterations and 15 subsets)
and the GM projections with/without TDCS (2 itera-
tions and 10 subsets). Reconstructions with collimator
modeling used more iterations because of their slower
convergence. Both reconstructions according to Hut-
ton’s method were performed with 2 iterations and 135
subsets. All the reconstructed images were post-filtered
using a 3D Butterworth filter (cut-off 1.0 cycles/cm,
order 5) according to clinical practice. The accuracy of
the reconstruction methods was studied by comparing
the overall accuracy of the reconstruction and correction
methods and by calculating the normalized mean-

squared error (NMSE) with respect to the known true
counts (f;™):

2( Jlm = fr)z
NMSE=“+———+ (6)
>

and the average gray-to-white matter and striatum-to-
background ratios.

Results

Results of the Zubal brain phantom experiments are
shown in Table 1. As can be seen, the reconstruction-
based scatter-correction methods outperform the con-
ventional TDCS in terms of contrast (gray-to-white
matter and striatum-to-background ratios) and quanti-
tative accuracy (normalized mean-squared errors). The
new method is more accurate than that of Hutton’s one,
but the difference between the two is small. Highest
accuracy is achieved when collimator-blurring correc-
tion is also applied during reconstruction. Indeed,
collimator-blurring compensation might prove to be
very useful in quantitative brain studies because it clearly
reduces the partial volume effect offering higher accu-
racy. Interestingly, reconstructions from GM projec-
tions with only attenuation correction perform worse
than reconstructions from normal projections. This is
primarily caused by differences in attenuation correc-
tion. GM projections require projection space attenua-
tion correction, whereas more accurate reconstruction
space atlenuation correction can be performed with
normal projections. Examples of images with different
reconstruction methods are shown in Figs. 5 and 6. The
reconstruction-based scatter-compensation methods
provide slightly better image quality than TDCS and the
best result is obtained when collimator-blurring correc-
tion is also applied.

Table 1 Normalized mean-squared error (NMSE), gray-to-white matter ratio (GM: WM), and striatum-to-background ratio (STR: BG)

for the "™ T¢-ECD and '“I-FP-CIT simulation studies

Corrections NMSEper, GM: WM NMSEpcr STR:BG
Attenuation* 0.186/0.182 L11/1.17 0.136/0.134 2.19/2.24
Attenuation + scattelpes 0.179 1.5 0.134 2.27
Attenuation + SCatler .., 0.173 1.24 0.127 229
Attenuation + scattery,, 0172 1.25 0.126 2.29
Altenuation + scattery,, + CDR 0.165 1.41 0.121 248

Results are presented for ordered subsets expectation maximization (OSEM) reconstruction with only attenuation correction, with attenu-
ation and scatter correction [transmission-dependent convolution subtraction (TDCS)-based. Hutton’s method and new method] and
with attenuation, new scatter, and collimator-blurring correction (CDR). The attenuation correction only results are presented for two
algorithms: geometric mean (GM) projection OSEM reconstruction, which has to be used for TDCS-based scatter correction and normal
OSEM reconstruction which is used for Hutton's and new scatter-compensation methods

“The first values shown are the results of GM projection reconstruction and the second the results of normal reconstruction

Dspringer
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Fig. 5 Representative slices of the *"Tc-ECD study obtained with
ordered subsets expectation maximization (OSEM) using only
attenuation correction (reconstruction with normal projections),
allenuation + transmission-dependent convolution subtraction
(TDCS)-based scatter correction, attenuation + Hutton's scatter
correction, altenuation + new scatter correction, and attenuation
+ new scatter + collimator-blurting (CDR) correction

Fig. 6 Representative slices of the "“I-FP-CIT study obtained with
OSEM using only attenuation correction (reconstruction with
normal projections), attenuation + TDCS-based scatter correc-
tion, attenuation + Hutton’s scatter correction, altenuation + new
scatter correction, and attenuation + new scatter + CDR
correction

The average reconstruction times of the "™ Tc-ECD
and "I-FP-CIT Zubal phantom experiments are listed
in Table 2. The TDCS is much faster than other methods,
but it is worth noting that because of the GM projections
TDCS uses only 60 projections in reconstruction,
whereas the new method uses 120 projection images.
TDCS also applies projection-based attenuation model-
ing as explained earlier, and therefore it does not require
rotation of the attenuation map during the reconstruc-
tion, which saves time. Hutton’s method is by far the
slowest one because it requires pre-reconstruction to cal-
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Table 2 Average reconstruction times for the ™ Tc-ECD and
L-FP-CIT studies

Corrections Time per iteration (s)

Attenuation® 67/212
Attenuation + SCAUEr 67
Atlenuation + scatter;,,,. 560 + 212
Attenuation + scattery,, 254
Attenuation + scallery,, + CDR 336

Results are presented for OSEM reconstruction with only attenu-
ation correction, with attenuation and scatter correction (TDCS-
based, Hutton’s method and new method) and with attenuation,
new scatter, and collimator-blurring correction (CDR). The atten-
uation correction only results are presented for two algorithms:
geometric mean (GM) projection OSEM reconstruction, which
has to be used for TDCS-based scatier correction and normal
OSEM reconstruction which is used for Hutton's and new scatter-
compensation method. Calculation times have been obtained
using 1.7 GHz Pentium processor with | GB RAM

*The first value shown is the time for GM projection reconstruc-
tion and the second is for normal reconstruction
®Pre-reconstruction and scatter forwardprojection calculation
time + time for single iteration for the final reconstruction

culate scatter projections, but when the scatter projec-
tions are ready the actual scatter correction in the final
reconstruction is faster than scatter compensation with
the new method.

Discussion

Here, we implemented a 3D reconstruction algorithm
with transmission-dependent scatter modeling for effi-
cient reconstruction-based scatter correction and com-
pared it with reconstruction-based scatter-compensation
method presented by Hutton et al. [7, 8], and with the
conventional TDCS-based scatter-correction method
[4). The new algorithm proved to provide the highest
accuracy according to Monte Carlo simulation studies
of Zubal brain phantom (see Table 1). The new algo-
rithm is also very advantageous because it allows easy
incorporation of accurate attenuation and collimator-
blurring corrections, which might prove to be very useful
in high-quality SPECT imaging.

The presented scatter-correction method is relatively
easy to implement and use. It requires two measure-
ments for calibration: line source measurement to deter-
mine the scatter kernel slopes and point source
measurement to determine the scatter fractions. These
measurements need to be performed once for each radio-
nuclide and collimator pair. Tn fact for lower-energy
isotopes such as ™ T, the scatter fractions have shown
to be collimator independent [16] and therefore a single
measurement might be sufficient for scatter-correction
calibration for a large family of different collimators.
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In addition to the case of implementation, the execu-
tion time is of importance if a reconstruction method is
to be used in clinical practice. Table 2 lists the calcula-
tion times per iteration for the scatter-correction
methods. The TDCS-based scatter correction is clearly
the fastest method, but the new method does not provide
an extensive increase in computation time when com-
pared with reconstruction without scatter correction. It
is worth pointing out that even though the new method
was accelerated using the coarse-grid scatter modeling,
the reconstruction algorithm itself is not yet fully opti-
mized. We believe that by further optimizing the struc-
ture of our reconstruction code and by replacing the
current bilinear interpolation-based reconstruction grid
rotation with a faster three-pass shear [17] method, we
can still greatly reduce the computation time from the
current 336 s/iteration.

This study has some limitations. First, testing and
comparison of algorithms was performed using sim-
plified simulated data. Simulated data were chosen,
because they allowed easy comparison with true activity
distributions, which are beneficial to finding small
errors in initial reconstruction experiments. Simulations
were performed as Monte Carlo simulations, which are
known to have relatively good correspondence with real
clinical data and we also tried to closely mimic clinical-
imaging situations using appropriate noise levels and
post-filters. On the other hand, it should be realized
that even Monte Carlo simulations will probably produce
results that are too good owing to the absence of errors
in energy window calibration, non-uniformities, and so
on that often hamper the quality of clinical data.
Moreover, the high-energy photons of '*I, which can
penetrate or scatter at the collimator, were not included
in the simulations, and the reconstructions were per-
formed with noise-free and perfectly aligned attenuation
maps. Both of these conditions are unnatural and their
effects have to be investigated in detail in further
studies.

Second, the metrics (NMSE and activity ratios) that
were used to analyze the reconstructed images are sim-
plistic, and more clinically relevant measures such as
cerebral blood flow, binding potential, or task-based
measures such as lesion detection are required in future
studies to evaluate the true benefits of the presented
reconstruction and corrections methods. Comparison
of the new transmission-dependent scatter correction
with other reconstruction-based scatter-correction
methods such as in Beekman et al. [18] and Frey et al.
[19] would also make an interesting topic for a further
investigation.

In summary, we have proposed a 3D reconstruction
algorithm with attenuation, collimator blurring, and

transmission-dependent scatter correction, which shows
promise as an efficient and accurate reconstruction
method; however, further testing is still required to
evaluate its true applicability in the clinical setting.
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Abstract

Aim: To compare blood flow response to arterial carbon dioxide tension change in the heart
and brain of normal elderly men.

Methods: Thirteen healthy elderly male volunteers were studied. Hypercapnea was induced
by carbon dioxide inhalation and hypocapnea was induced by hyperventilation. Myocardial
blood flow (mL.minute’«[100 gram of perfusable tissue]') and cercbral blood flow
(mL.minute'+[100 gram of perfusable tissue]"') were measured simultaneously at rest, under
carbon-dioxide gas inhalation and hyperventilation using the combination of two positron
emission tomography scanners.

Results: Arterial carbon dioxide tension increased significantly during carbon dioxide
inhalation (43.1+2.7 mmHg, p < 0.05) and decreased significantly during hyperventilation
(29.24£3.4 mmHg, p< 0.01) from baseline (40.2+2.4 mmHg). Myocardial blood flow increased
significantly during hypercapnea (88.7+22.4, p < 0.01) from baseline (78.2+12.6), as did the
cerebral blood flow (baseline: 39.8+5.3 vs. hypercapnea: 48.4+£10.4, p < 0.05). During
hypocapnea cerebral blood flow decreased significantly (27.0+6.3, p < 0.01) from baseline as
did the myocardial blood flow (55.1+14.6, p < 0.01). However normalized myocardial blood
flow by cardiac workload (lOOmL-mmHg"-[hcarl-bea(]"-[gram of perfusable lissuel‘l) was
not changed from baseline (93.4+16.6) during hypercapnea (90.5+14.3) but decreased
significantly from baseline during hypocapnea (64.5+18.3, p < 0.01).

Conclusion: In normal elderly men, hypocapnea produces similar vasoconstriction in both
heart and brain. Mild hpercapnea increased cerebral blood flow but did not have an additional
effect to dilate coronary arteries beyond the expected range in response to an increase in

cardiac workload.

Key Words: Carbon dioxide, Coronary circulation, Cerebrovascular circulation, Hypercapnea,

Hyperventilation, Hypocapnea, Myocardial blood flow, Positron emission tomography
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Introduction

Correlation between arterial carbon dioxide tension and cerebral blood flow is well
established [Kety & Schmidt 1948, Shimosegawa et al. 1995, Kuwabara et al. 1997].
However, responsiveness of myocardial blood flow to hypercapnea and hypocapnea has not
been fully elucidated. These relationships were investigated in animal experiments [Feinberg
et al. 1960, Love et al. 1965, Case & Greenberg 1976, Bos et al. 1979, Powers et al. 1986] and
human clinical studies [Rowe et al. 1962, Neill & Hattenhauer 1975, Wilson et al. 1981,
Kazmaier et al. 1998] with conflicting results. The inconsistencies observed should be
attributable to differences in experimental conditions, such as the techniques used for
measurement, or whether the studies were performed in animals or humans, or presence
versus absence of ischemic heart disease.

In this study, we evaluated the responses of myocardial blood flow and cerebral
blood flow to hypercapnea and hypocapnea in healthy elderly men. We employed a dual
positron emission tomography (PET) scanner consisting of two scanners to measure
myocardial blood flow and cerebral blood flow simultaneously in the same subject [Tida et al.
1998]. PET allows assessment of functional parameters under physiological conditions. Using
this dual PET scan technique allowed simultaneous assessment of myocardial and cercbral

circulations, noninvasively and reliably and enabled comparison of the two.
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Materials and Methods

Study Subjects

Thirteen healthy men (age range 51-71 years; mean 59.4, standard deviation [5.5])
who had been the subjects of previously published studies with different objectives [Tida et al.
1998, Ito et al. 1999, Ito et al. 2000, Ito et al. 2002] took part in the study. These men had
normal laboratory parameters, no signs or symptoms of ischemia in the heart or brain, and no
abnormalities were found by brain magnetic resonance imaging, electrocardiography, cardiac
echocardiography, and physical examination. All subjects provided written informed consent
that data obtained from the PET studies could be used for research purposes. The study
protocol was approved by the Ethics Committee of the Research Institute of Brain and Blood
Vessels, Akita, Japan.

PET Procedures

The Headtome V dual PET system (Shimadzu Corp., Kyoto, Japan), a combination
of the two Headtome V PET scanners, was used for all studies [Tida et al. 1998]. The system
allowed simultaneous imaging of the brain and heart and provided 47 sections for the brain
and 31 sections for the heart with center-to-center distances of 3.125 mm. The intrinsic spatial
resolution was 4.0 mm in-plane and 4.3 mm full-width at half-maximum axially. All PET data
were acquired in 2D mode and reconstructed with a Butterworth filter, resulting in a final
in-plane resolution of approximately 8 mm full-width at half-maximum,

After an overnight fast, subjects were placed in the supine position on the scanner
bed. The blood-pool images were obtained 1 minute after continuous inhalation of '*0-CO
gas (approximately 5 GBq total applied to the mouth). One minute after the end of *0-CO
gas inhalation, 0-CO blood-pool images of the heart were obtained with an R-wave
triggered electrocardiogram gated tomographic scan. A simultaneous gated static scan on both
the heart and brain was done 4 minutes after the inhalation of '*0-CO gas. Three venous
blood samples were taken during the '*O-CO scan, and the radioactivity concentration in the
whole blood was measured using a Nal-well counter that was cross-calibrated with the PET
scanner. *0-CO blood-pool images were used to draw regions of interests on left ventricular

cavity and left ventricular wall accurately to obtain time activity curves. The recovery of

4
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coefficient of left ventricular cavity was given by the myocardial static blood volume image
and was also used to determine myocardial blood flow [Tida et al. 1998]. After 12-15 minutes,
to allow for decay of "“O-radioactivity to background levels, transmission scanning was
undertaken over 10 minutes. Then, H,"°O PET studies were performed at rest, and under
hypercapnea and hypocapnea. The order of the studies was rest, hypercapnea, and hypocapnea
studies in 7 subjects, and rest, hypocapnea, and hypercapnea studies in 6 subjects. The
intervals between H,'°O PET studies were at least 15 minutes to allow the decay of
radioactivity. Following the continuous intravenous infusion of H,"*0 (1.1-1.4 GBq) over 2
minutes, 180-sec static imaging of the brain and 360-sec dynamic imaging of the heart were
commenced. The dynamic data of the heart consisted of twelve 5- seconds frames, eight 15-
seconds frames, and six 30- seconds frames. Hypercapnea was achieved by inhalation of 7%
CO; gas, beginning 1 minute before 150-water injection and continuing until the end of the
imaging of the heart. Hypocapnea was induced by hyperventilation. Three arterial blood
samples were taken during each PET scan to measure arterial carbon dioxide tension and pH.
Data Analysis

Cerebral blood flow images were generated from the PET data as described
previously [Tida et al. 1998], and a region of interest for the inside of the brain contour was
drawn on a slice of the cerebral blood flow image that was at the level of the basal ganglia.
The region of interest was determined on an image obtained at rest and applied to images
obtained under stress conditions. The mean cerebral blood flow in the region of interest was
calculated from "*O-H,0 autoradiography method [Raichle ME et al. 1983] and used for the
following analyses. The percent change in cerebral blood flow at hypercapnea was defined as
100 x (cerebral blood flow at hypercapnea - cerebral blood flow at rest) / cerebral blood flow
at rest, and cerebral blood flow responsiveness to hypercapnea was calculated as percent
change in cerebral blood flow at hypercapnea divided by arterial carbon dioxide tension at
hypercapnea minus arterial carbon dioxide tension at rest. The percent change in cerebral
blood flow at hypocapnea and cerebral blood flow responsiveness to hypocapnea were
determined using similar calculations, but using hypocapnea values instead.

The region of interests for the left ventricular cavity and the whole anterolateral wall

5
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of the left ventricle at mid ventricular level were drawn on a slice of the short-axis myocardial
images. The region of interests for the image at rest were copied on the myocardial images
under the stress conditions. The myocardial blood flow value was estimated using the regions
of interests according to a previously validated method [lida et al. 1998]. In summary,

myocardial blood flow was calculated using a non-linear least squares fitting technique of the

left ventricular tissue and arterial *0O-H,0 time activity curves [lida H et al. 1988]. The input

function was non-invasively determined from the time activity curve of left ventricular cavity
[Tida H et al. 1992]. Time activity curve of the left ventricular cavity and that of the
myocardial wall were fitted to the previously demonstrated tracer kinetic model equations to
determine myocardial blood flow [lida et al. 1998]. The percent change in myocardial blood
flow at hypercapnea was defined as 100 x (myocardial blood flow during hypercapnea -
myocardial blood flow at rest) / myocardial blood flow at rest, and myocardial blood flow
responsiveness to hypercapnea was calculated as percent change in myocardial blood flow
during hypercapnea divided by arterial carbon dioxide tension under hypercapnea minus
arterial carbon dioxide tension at rest. The percent change in myocardial blood flow during
hypocapnea and myocardial blood flow responsiveness to hypocapnea were determined using
similar calculations but using hypocapnea values instead. In addition, normalized myocardial
blood flow was calculated for the rate pressure product by the equation:

Normalized myocardial blood flow = 10000 x myocardial blood flow / rate pressure product,
and percent change in normalized myocardial blood flow and normalized myocardial blood

flow responsiveness were calculated.

Statistical Analysis

Values were expressed as the mean + standard deviation. Comparisons were made by
one-way analysis of variance followed by Fisher's least significant difference tests for
parametric distributions and Kruskal-Wallis test followed by Scheffe's test for nonparametric

distributions. A P value < 0.05 was considered statistically significant.




Results
Hemodynamics

Blood pressures, heart rate, rate pressure product, arterial carbon dioxide tension and
pH are summarized in Table 1. Blood pressures were measured in the thigh because arteries
and veins in both arms were cannulated. Since the blood pressure measured in the thighs were
on average 25 mmHg higher than those measured in the arms in our institution, blood
pressures in the thigh were considered to be within normal range. Electrocardiogram findings
under hypercapnea or hypocapnea did not change compared with those at rest. Arterial carbon
dioxide tension significantly decreased during hypocapnea and significantly increased during
hypercapnea. Blood pressures significantly increased during hypercapnea but remained
unchanged during hypocapnea. Rate pressure product did not change significantly during
hypocapnea but significantly increased during hypercapnea.
Cerebral blood flow

Cerebral blood flow significantly decreased during hypocapnea and significantly
increased during hypercapnea (Table2). The change in cerebral blood flow caused by
hypocapnea was -32.2 percent + 11.3 percent, and the cerebral blood flow responsiveness to
hypocapnea was 3.0 = 1.1 percent /mmHg. The change in cerebral blood flow caused by
hypercapnea was 21.0 percent + 15.5 percent, and the cerebral blood flow responsiveness to
hypercapnea was 8.2 + 5.3 percent /mmHg.
Myocardial blood flow

Hypocapnea caused a significant reduction in myocardial blood flow from baseline
(Table 2). The percent change in myocardial blood flow caused by hypocapnea was -29.3
percent £ 15.1 percent, and the myocardial blood flow responsiveness to hypocapnea was 3.5
+ 3.0 percent /mmHg. Normalization for rate pressure product did not alter the percent change
(- 30.4 percent £ 16.5 percent) and responsiveness (-2.2 * 11.2 percent /mmHg) substantially.
Under hypocapnea, the percent changes in cerebral blood flow, myocardial blood flow, and
normalized myocardial blood flow were not significantly different compared with baseline.
There were no significant differences in the responsiveness to hypocapnea between cerebral

blood flow, myocardial blood flow, and normalized myocardial blood flow.
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Hypercapnea significantly increased myocardial blood flow. The percent change in
myocardial blood flow caused by hypercapnea was 12.5 percent + 15.6 percent, and the
myocardial blood flow responsiveness to hypercapnea was 5.2 + 9.9 percent /mmHg,
However, the increase in myocardial blood flow disappeared after normalization for rate
pressure product. The change in normalized myocardial blood flow under hypercapnea was
-2.2 percent + 11.2 percent, and the normalized myocardial blood flow responsiveness to
hypercapnea was -1.7 + 8.8 percent /mmHg. As for hypercapnea, the percent change in
normalized myocardial blood flow was significantly smaller than the change in cerebral blood
flow (p < 0.05), and the normalized myocardial blood flow responsiveness was significantly

smaller than cerebral blood flow responsiveness (p < 0.05).




Discussion

We simultaneously measured myocardial blood flow and cerebral blood flow at rest,
during hypocapnea, and during hypercapnea in healthy elderly men. During hypocapnea,
cerebral blood flow was reduced significantly as expected, and myocardial blood flow also
diminished significantly to a similar magnitude. Rate pressure product did not change
significantly from baseline, and myocardial blood flow normalized for rate pressure product
also decreased. These results indicate that hypocapnea depresses myocardial blood flow,
independently of cardiac workload, in healthy elderly men. The responsiveness to hypocapnea
was similar between cerebral blood flow and myocardial blood flow, suggesting that
hypocapnea can induce vasoconstriction in both heart and brain in healthy elderly men.
Several studies of coronary vascular response to hypocapnea using experimental animals have
been reported however, the results were inconsistent [Feinberg 1960, Love 1965, Case 1976].
In a study of humans with negligible coronary artery disease, hypocapnea with 30.6 percent
reduction in arterial carbon dioxide tension resulted in a significant 30.3 percent reduction in
myocardial blood flow with a wide range of variability [Rowe 1962]. The present results are
consistent with these previous studies. However, in studies of patients with coronary artery
disease, hypocapnea resulted in a mild but significant 12 percent reduction in myocardial
blood flow [Neill & Hattenhauer 1975] or did not change significantly [Wilson et al. 1981,
Kazmaier et al. 1998]. Therefore, myocardial blood flow response to hypocapnea is likely to
be different between normal subjects and patients with coronary artery disease. Since
myocardial blood flow response to hypocapnea did not differentiate regions with myocardial
ischemia from regions of non-ischemic myocardium in these studies of coronary artery
disease, further study is required to clarify whether myocardial blood flow response to
hypocapnea would differ between ischemic myocardium and non-ischemic myocardium.
Myocardial blood flow response to hypercapnea remains controversial. A number of
experimental animal studies showed that hypercapnea did not increase myocardial blood flow
[Feinberg et al. 1960, Love et al. 1965, van den Bos et al. 1979], whereas other studies
showed that hypercapnea could increase myocardial blood flow [Case & Greenberg 1975,

Powers et al. 1986). In a study of anesthetized patients with coronary artery disease before
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surgery, elevation of arterial carbon dioxide tension (+10 mmHg) resulted in a 15 percent
increase in myocardial blood flow [Kazmaier et al. 1998]. However, the study did not
estimate normalized myocardial blood flow to exclude the influence of cardiac workload on
myocardial blood flow measurement [Kazmaier et al. 1998]. In this study, hypercapnea
significantly increased myocardial blood flow and cerebral blood flow but not normalized
myocardial blood flow with rate pressure product in healthy elderly men. Myocardial blood
flow responsiveness to hypercapnea was significantly lower than that in cerebral blood flow
when myocardial blood flow was normalized with respect to rate pressure product. Increase in
cardiac workload under hypercapnea could explain an increase in myocardial blood flow.
However, hypercapnea did not have an additional direct effect to increase myocardial blood
flow independent of an elevation in cardiac workload under mild hypercapnea. Since
myocardial blood flow responsiveness to hypercapnea was significantly lower than that in
cerebral blood flow when myocardial blood flow was normalized with respect to cardiac
workload, vascular responsiveness to hypercapnea is expected to be different between heart
and brain. In this study, the magnitude of increase in arterial carbon dioxide tension during
hypercapnea was small (3 mmHg), contrasting with the magnitude of decrease in arterial
carbon dioxide tension during hypocapnea (11 mmHg). Such difference in the magnitude of
changes in arterial carbon dioxide tension may explain why hypocapnea was effective to
decrease the normalized myocardial blood flow but hypercapnea had no effect to increase the
normalized myocardial blood flow. However, even under such very small increase in carbon
dioxide tension, significantly elevated myocardial blood flow without normalization in
response o an increase in cardiac workload was seen. Therefore, the importance of the carbon
dioxide tension changes in determining the response of heart and brain perfusion could be
discussed more than is presently done. To resolve such issues, much stronger hypercapneic
stress test at different hypercapnic levels to increase arterial carbon dioxide tension is required
to clarify whether hypercapnea directly increases myocardial blood flow independent of an
increase in cardiac workload. Use of beta-blockers to exclude an influence of increase in
cardiac workload for the myocardial blood flow measurement during hypercapnea [van den

Bos et al. 1979, Powers et al. 1986] would also be helpful to understand myocardial blood

10

=174~



flow responsiveness to hypercapnea. For future studies, it is of interest to test the effect of
normalization with both cardiac workload and arterial carbon dioxide tension changes on the

studies of myocardial blood flow.

Conclusion
In normal elderly men, hypocapnea produces similar vasoconstriction in both heart and brain.
Mild hpercapnea increased cerebral blood flow but did not have an additional effect to dilate

coronary arteries beyond the expected range in response to an increase in cardiac workload.
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