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[16, 17]. A recent prospective randomized controlled trial
showed that DGE occurred in 50% of patients in whom the
retrocolic route was used but in only 5% in whom the
antecolic route was used [18]. These data suggest that the
antecolic route is betler. However, the 50% incidence of
DGE associated with the retrocolic route seems high, We
have shown that vertical retrocolic duodenojejunostomy,
by which the stomach and duodenum are brought down
through the left side of the transverse mesocolon in a
straight, vertical manner, reduces the incidence of DGE
[19].

Thus, a prospective randomized controlled trial was
conducted to compare the incidence of clinical DGE and
gastric emptying variables assessed by the "*C-acetate
breath test between patients who underwent antecolic
duodenojejunostomy and those who underwent vertical
retrocolic duodenojejunostomy. The aim of the study was
to establish the superiority of the vertical retrocolic route
with respect 1o gastric emptying after PpPD.

Patients and methods

Of 50 patients underwent pancreaticoduodenectomy at
Miyazaki University Hospital between March 2005 and
July 2007, 46 patients were scheduled to undergo PpPD.
Patients were recruited into the study before surgery, on the
basis of whether PpPD was anticipated and informed
consent was obtained. Specific exclusion criteria included
tumor infiltration into the duodenal bulb or presence of
Iymph node metastasis of the prepylorus (n = 3), failure to
provide informed consent including the *C-acetate breath
test (n = 4) were then excluded. Thus, 35 patients who
underwent PpPD and consented 1o the protocol were
enrolled in the study.

This prospective randomized controlled trial was
approved by the ethical committee of our university hos-
pital and informed consent was obtained from all patients,
The randomization protocol involved assignment of
patients to one of two reconstruction methods, the ante-
colic route and the vertical retrocolic route. Randomization
took place during surgery before reconstruction. Gastric
emptying was evaluated by means of the “C-acemate
breath test just before surgery and on postoperative day
(POD) 30.

Operative technique

The area resected during PpPD included the gallbladder,
common hepatic duet, head of the pancreas, duodenum
(except for the first portion), and 10 ¢m of the proximal
jejunum. A few arcades of the right gastric anery and
right gastroepiploic artery to the stomach were divided
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along the wall of the antrum (approximately 2-3 cm from
the pyloric ring) for dissection of the peripyloric lymph
nodes. The duodenum was freed from the surrounding
tissue and transected approximately 4-5 cm distal to the
pyloric ring. The lymph nodes in the hepatoduodenal
ligament, the para-aortic lymph nodes, and those along
the common hepatic artery and the right side of the
superior mesenteric artery were dissected. The right gas-
tric artery was divided at its origin in all patients. The left
gastric artery and vein were carefully preserved. The
lesser omentum close to the liver was dissected to allow
free movement of the stomach. The vagal nerve, with the
exception of the hepatic and pyloric branches, was pre-
served. These procedures allowed the stomach and the
duodenum to be mobilized to the left in a straight, vertical
manner.

As the first step in reconstruction, the proximal jejunum
was brought through the right side of the transverse
mesocolon by the retrocolic route. An end-to-side pancre-
aticojejunostomy was performed with duct-to-mucosal
anastomosis. The pancreatic duct was anastomosed to the
whole layer of the small opening in the jejunum to
approximate the duct to the jejunal mucosa with the use of
cight interrupted 5-0 PDS-II sutures (polydioxanone,
Johnson & Johnson Co.), regardless of the size of the
pancreatic duct, A 5-Fr polyethylene pancreatic drainage
tube with a small knob (Sumitomo Bakelite Co., Japan)
was placed in the pancreatic duct and exteriorized through
the jejunal limb. The cut surface of the pancreas was then
anastomosed to the jejunal seromuscular layer, and the end-
to-side pancreaticojejunostomy was completed. A one-
layer end-to-side hepaticojejunostomy with interrupted 5-0
PDS sutures was then performed 5-10 cm distal to
pancreaticojejunostomy.

The final step was randomized to either to the antecolic
route or vertical retrocolic route. For vertical retrocolic
duodenojejunostomy, the left side of the transverse meso-
colon (left side of the middle colic vessels) was opened.
and the duodenum was brought down together with the
gastric antrum in a straight, vertical manner. A retrocolic
end-to-side duodenojejunostomy was performed at the
caudal side of the transverse mesocolon and the antrum
was fixed 1o the transverse mesocolon with a few 4-0 silk
sutures. For antecolic duodenojejunostomy, the stomach
was brought down antecolically. Braun anastomosis was
added in both groups. Finally, the opening of the old lig-
ament of Treitz and the jejunum brought up for
pancreaticojejunostomy and hepaticojejunostomy  were
fixed to the mesocolon, and two or three closed drains were
placed around the pancreatic and biliary anastomosis. All
patients were given prophylactic antibiotics and H2 blocker
postoperatively; none were given prokinetic drugs such as
erythromycin.
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Data collection and study endpoints

Clinicopathological data were collected prospectively for
all patients. Data included postoperative mortality and
morbidity, including pancreatic fistula, intraasbdominal
bleeding, pancreaticojejunostomy or hepaticojejunostomy
leakage, intraabdominal abscess, and wound infection.
Pancreatic fistula was defined when an amylase level in the
fluid from the closed drains was >10,000 IU/.

The first endpoint was clinical DGE defined as (1) the
need for nasogastric tube decompression for more than
10 days (DGE 10), (2) the need for reinsertion of the
nasogastric tube, or (3) an inability to take in an appro-
priate amount solid food orally by POD 14 (DGE 14), as
described elsewhere [18].

The secondary endpoint was recovery of gastric emp-
tying as assessed by '*C-acetate breath test [20]. For at
least 4 days before this test, all drugs, including H;
blocker, were withdrawn. All patients ingested a liquid
meal (200 Kcal/200 ml, RACOL., Ohtsuka Pharmaceutical
Co., Tokyo, Japan) labeled with 100 mg sodium '*C-ace-
tate (Cambridge Isotope Laboratories, Inc., Andover, MA,
USA) in the morning after an overnight fast before surgery
and on POD 30. Breath samples were collected in the
collection bag (1.3 1) before and after ingestion of the test
meal, i.e., before and at 5, 10, 15, 20, 30, 40, 50, 60, 75, 90,
105, 120, and 180 min after ingestion of the 3Cacetate.
The recovery of '*C in the breath samples was analyzed by
isotope-selective infrared spectrometry (UBIT IR 300,
Otsuka Electronics Co., Ltd, Osaka, Japan). The time when
"‘CO: reached maximum excretion (Tmax) and half-
emptying time (T1/2) were calculated by using analysis
software (Microsoft Office Excel, Microsoft Japan, Tokyo,
Japan).

Statistical analysis

All values are expressed as mean + SD. Differences
between groups were examined for statistical significance
by chi-square test, unpaired or paired Student’s t-test,
Wilcoxon signed-rank test, or Mann-Whitney U test. Sta-
tistical analysis was performed by the statistician who was
blind to the study group.

Results

Patient characteristics

Clinical characteristics of the enrolled patients are shown
in Table 1, There were no statistical differences between

the two groups in age, sex ratio, type of disease, percentage
of patients with malignant disease, preoperative laboratory

Table 1 Patient charscieristics

Duod , j MMy rec tion
route
Antecolic Vertical P
n= 17 retrocolic value
n=18
Age (years) 69.7 £ 11.0 669+ 129 0.50

Male/female ratio 11/6 99 0.38

Hemoglobin (g/dl) 1.8 + 13 123+ 15 030
Serum albumin (g/dl) 367 £ 031 3.71 £ 046 0,76
Total cholesterol (mg/dl) 1716 & 374 1794 + 384 055
Diabetes mellitus (+/—)  5/12 216 023
BT-PABA test (%) 523 + 18.2 492 £ 16,1 0.60
HbAlc (%) 5716 55+09 0.67
Soft pancreas 9 10 0.88
Operation time (min) 602.6 £ 935 58l.7 £ 765 048
Blood loss (ml) 16194 + 9149 1535.0 + 877.7 078
Residual duodenum (cm) 3.7 £ 0.7 Ig+05 0.54
Division of right gastric 17 18 0.54

anery
Final diagnosis

Benign/malignamt discase 5/12 216 023
Bile duct cancer ] 6

Pancreatic cancer 4 6

Ampullary cancer 0 2

Duodenal cancer 0 |

IPMN 2 1

Chronic pancreatitis 2 2

Benign bile duct umor 1 (1]

Values are mean £ SD or number of patients

IPMN intraductal papillary mucinous neoplasm, BT-PABA N-ben-
ozoyl-L-tyrosyl-p-aminobenzoic acid

data including N-benzoyl-i-tyrosyl-p-aminobenzoic acid
(BT-PABA) test value, percentage of patients with diabetes
mellitus, HbA Ic, operation time, or length of the remaining
duodenum.

Postoperative complications

As shown in Table 2, postoperative morbidity was
observed in 9 of 17 patients (53%) in the antecolic group
and 6 of 18 patients (33%) in the vertical retrocolic group.
Intra-abdominal bleeding associated with pancreatic fistula
and/or intra-abdominal abscess was observed in one patient
in each group, and both patients were treated successfully
by interventional transarterial embolization. Intra-abdomi-
nal abscess was the main complication and were treated
successfully by drainage. No operative death or hospital
death was observed.
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Table 2 Poswoperative outcomes

Duodenojejunostomy reconstruction

route
Antecolic Vertical P
n=17 retrocolic value
n=18
Postoperative morbidity 9 6 0.24
Major P-J leakage 0 0
Pancreatic fistula 1 1 0.97
H-J leakage 0 0
Intra-abdominal bleeding | 1 0.97
Intra-abdominal abscess 6 5 0.63
Wound infection 3 3 0.94
Respiratory dysfunction 0 0
G-1 bleeding 1 0 0.49
D-) leakage (1] 0
Mortality 0 0
NG tbe removed (POD) 1.2 + 0.4 L1 +03 0.59
DGEND 0 0
Reinsertion of NG tube 0 0

Liquid meal begun (POD) 54 + 2.7 5.7+£24 0.72
Solid foods begun (POD) 84 &+ 3.0 10.2 + 5.1 0.21
DGE14 1 4 0.34

Postoperative stay (days) 408 £+ 123 394 £+ 111 0.74

P-J pancreaticojejunostomy, H-J hepaticojeunostomy, G-I gastrain-
inal y. NG nasogastric

Clinical DGE

DGE clinically defined as DGE 10 or DGEI4 and the length
of postoperative hospital stay are shown in Table 2. The
nasogastric tube was removed on POD 1.2 + 0.4 in the
antecolic group on POD 1.1 £ 0.3 in the vertical retrocolic
group. No patient needed a nasogastric tube for more than
10 days (DGE10), and reinsertion of a nasogastric tube was
not necessary in any patient. The number of days to the
start of liquid diet was similar between the two groups
(5.4 days in the antecolic group and 5.7 days in the vertical
retrocolic group). With respect to DGE14, one patient in
the antecolic group and four in the vertical retrocolic group
failed unlimited solid food oral intake by POD 14. Thus,
the incidence of DGE defined as DGE14 was 6% (1 of 17
patients) in the antecolic group and 22% (4 of |8 patients)
in the vertical retrocolic group. Although the rate was
higher in the vertical retrocolic group, the difference did
not reach statistical significance (P = 0.34). The overall
incidence of DGE after PpPD was 14% (5 of 35 patients).

13 . .
“C-acetate gastric emptying test

Tmax did not differ between the vertical retrocolic group
and the antecolic group before or on POD 30 (P = 0.56
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Table 3 ""C-Acelate gastric emptying test resulls

Duodenojejunostomy reconstruction route

Antecolic n = 17 Venical retrocolic n = 18 P value

Before surgery

Tmax (hj 1.11 £ 025 1.08 £+ 0.29 0.56
T2 (h) 178 £ 031 1.92 + 0.81 0.99
After surgery (POD 30)

Tmax th) 1.54 + 122 2124214 0.31
Ti/2(h) 3.63 £ 315 6.21 & 8.62 0.26

Tmax the time when 13C0. reached maximum excretion, T//2 half
emptying time

before surgery and P = 0.31 on POD 30). Similarly, T1/2
did not differ between the two groups (P = 0.99 before
surgery, P = 0.26 on POD 30) (Table 3). Neither recon-
struction route had a significant effect on gastric emptying
on POD 30 after PpPD.

The "*C-acetate gastric emptying test values before and
on POD 30 were compared in each group. In the vertical
retrocolic group, Tmax was significantly prolonged on POD
30 compared to that before surgery (2.12 &+ 2.14 h versus
1.08 £ 0.29 h, P < 0.02), whereas no significant difference
was found in the antecolic group (1.54 % 1.22 h versus
1.11 & 0.25 h, P = 0.29). However, T1/2 was significantly
longer in each group on POD 30 compared to the corre-
sponding preoperative value (P = 0.0023 in the antecolic
group, P =0.0002 in the vertical retrocolic group
(Table 3). Gastric emptying was not completely restored 1o
the preoperative level in either group by POD 30. Mean
Tmax on POD 30 in the antecolic group was increased 1.39-
fold, and that in the vertical retrocolic group was increased
1.96-fold. Similarly, T1/2 was increased 2.04-fold in the
antecolic group and 3.23-fold in the vertical retrocolic
group. Greater increases in Tmax and T1/2 were observed
in the vertical retrocolic group than in the antecolic group.

Tmax before and after surgery in each patient is shown
in Fig. 1. Individual changes in Tmax before and after
surgery were similar to individual changes in T1/2. A
greater than twofold increase in Tmax was observed in 3
(189%) of 17 patients in the antecolic group, and in 4 (22%)
of 18 patients in the vertical retrocolic group. Tmax of all
patients before surgery (n = 35) was 1.09 & 0.26 h,
ranging from 0.7 to 1.5 h. Tmax greater than 1.5 h on POD
30 was found in four patients in each group. Tmax on POD
30 remained similar to the preoperative level in most
patients (approximately 80%) in both groups.

Discussion

The present study showed that the incidence of clinical DGE
was lower with the antecolic route than with the vertical
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Fig. 1 Changes in Tmax of

Tmax: Antecolic group
individual patients (before

Tmax: Vertical retrocolic group

surgery versus POD 30), Open ?hours :?urs

circles represent patients who

were not able 1o tolerate

appropriate solid food by POD 6 6

14 (DGE14)
5 5
4 44
3 31
21 21
1 14
0 4]

Betore

retrocolic route, but the difference was not significant (6%
with the antecolic route versus 22% with the vertical retro-
colic route, P = 0.34). Moreover, gastric emptying (Tmax,
T1/2) as assessed by the '*C-acetate breath test did not differ
significantly between the antecolic route and the vernical
retrocolic route before or on day 30 after PpPD. T1/2 was
significantly prolonged in both groups after PpPD, indicating
that gastric emptying remained impaired on POD 30,
regardless of the reconstruction route. The degree of
impairment was greater in patients in whom vertical retro-
colic reconstruction was performed. An analysis of
individual patients revealed that on POD 30, gastric emp-
tying was similar to the preoperative level in approximately
80% of patients, regardless of the reconstruction route.

Since Traverso and Longmire [1] first reported PpPD in
1978, the procedure has been accepted as a standard procedure
for periampullary diseases. This is because it yields better
quality of life, nutritional status, and weight gain without any
difference in postoperative survival than the Whipple proce-
dure [1-4, 21]. The postoperative mortality rate has fallen
recently, but complications associated with pancreaticoduo-
denectomy remain, the most troublesome of which are
pancreatic fistula, intra-abdominal infection, intra-abdominal
bleeding, wound infection, and DGE. DGE was first reported
by Warshaw and Torchiana [5]. Postoperative DGE decreases
patient comfort, increases the risk of aspiration pneumonia,
prolongs hospital stay, and increases medical costs.

DGE is considered a specific complication of PpPD,
because it is specifically attributed to pylorus-sparing
resection of the pancreatic head [5-7. 10]. Several under-
lying mechanisms have been proposed: (1) gastric atony or
gastroparesis caused by vagotomy, resection of the duode-
nal pacemaker, or disruption of the gastroduodenal neural
connections [11], (2) local ischemic injury of the antrum
and pylorus [7], (3) gastric atony in response to a reduced
circulating levels of motilin [12]. (4) torsion or angulation

POD 30 Belore POD 30

of the reconstructed alimentary tract [7], (5) gastric dys-
rhythmia or gastroparesis secondary to an intraabdominal
complication such as anastomotic leakage, abscess, or local
inflammation [15, 21]. Recent studies have shown that DGE
does not occur as a result of pylorus preservation but rather
as a consequence of postoperative complications [17, 22,
23]. Although the exact mechanism underlying DGE is not
clear, our results suggest that DGE is related to clinical or
even subclinical local inflammation caused by postoperative
complications; three of our five patients with DGE (DGE14)
had abscess or pancreatic fistula,

DGE has been generally defined as DGE10 (need for a
nasogastric tube for more than 10 days) and DGE14 (failure
1o tolerate solid food by POD 14). The reported incidence of
DGE ranges from 20 to 60% [5-13]. In the present study, no
patient needed nasogastric decompression for more than
3 days. The nasogastric tube was removed on POD 1 in 30
(8690) of the 35 patients and on POD 2 in the remaining five.
None required reinsertion of a nasogastric tube, With
respect to DGEI4, failure to tolerate solid food was
observed in 5 of 35 patients, for an overall incidence of 14%.

A difference in DGE with respect to the reconstruction
route, whether antecolic or retrocolic duodenojejunostomy,
has been reported. In a retrospective study, Park et al, [23],
found that the incidence of DGE was 31.7% in the retro-
colic group, but only 6.5% in the antecolic group. Hartel
et al. [24]. reported an incidence of 24% with the retrocolic
route and 5% with the antecolic route. Sugiyama et al,
[25]. reported that DGE occurred in 1 of 12 patients (8%)
in the antecolic group, but in 13 of 18 patients (72%) in the
retrocolic group. These retrospective studies have sug-
gested that the incidence of DGE is lower with the
antecolic route than with the retrocolic route. A recent
prospective randomized study by Tami et al. [18]. yielded
an incidence of 50% for the retrocolic route, but 5% for the
antecolic route. In the curremt prospective randomized

@ Springer




54

J Hepatobiliary Pancreat Surg (2009) 16:49-55

controlled trial, the incidence of DGE was 22% with the
vertical retrocolic route and 6% with the antecolic route,
but the difference was not statistically significant. Although
the purpose of this study was to show the superiority of the
vertical retrocolic route, an interim analysis did not show
any advamage of the vertical retrocolic route; hence, we
decided to terminate the study.

In addition to clinically defined DGE, the '*C-acetate
gastric emptying test showed that gastric emptying on POD
30 did not differ between the antecolic route and the vertical
retrocolic route, Moreover, the gastric emptying did not
recover to the preoperative level by 30 days in approxi-
mately 20% of patients, regardless of the reconstruction
route. A greater increase in Tmax and T1/2 was observed
with the vertical retrocolic route than with the antecolic
route. These results suggest that the vertical retrocolic route
offers no advantage. An analysis of the individuals showed
that gastric emptying variables (Tmax, T1/2) had recovered
to the preoperative level in approximately 80% of patients
on POD 30, regardless of the reconstruction route. The day
of analysis and type of meal selected (POD 30, liquid meal)
should be reconsidered in another study.

In conclusion, the incidence of DGE and gastric emp-
tying variables (Tmax, T1/2) after PpPD were similar
between patients in whom reconstruction was performed by
the antecolic route and those in whom it was performed by
the vertical retrocolic route. On POD 30, gastric emptying
was impaired in both groups compared to the preoperative
level, but an analysis of individuals showed that it had
recovered 1o the preoperative level in most patients,
regardless of the reconstruction route.
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Estimation of the marginal survival time
in the presence of dependent competing
risks using inverse probability of
censoring weighted (IPCW) methods
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In medical studies, there is interest in inferving the marginal distribution of a survival time subject to
competing risks. The Kyushu Lipid Intervention Study ( KLIS) was a clinical study for
hypercholesterolemia, where pravastatin [reatment was compared with conventional treatment. The
primary endpoint was time to events of coronary heart disease ( CHD). In this study, however, some
subjects died from causes other than CHD or were censored due to loss to follow-up. Because the
treatments were targeted to reduce CHD events, the investigators were interested in the effect of the
treatment on CHD events in the absence of causes of death or events other than CHD. In this paper,
we present a method for estimating treatment group-specific marginal survival curves of time-to-event
data in the presence of dependent competing risks. The proposed method is a straightforward
extension of the Inverse Probability of Censoring Weighted (IPCW ) method to settings with more
than one reason for censoring. The results of our analysis showed that the IPCW marginal incidence
for CHD was almost the same as the lower bound for which subjects with competing evenls were
assumed to be censored at the end of all follow-up. This result provided reassurance that the results in
KLIS were robust to competing risks. Copyright © 2007 John Wiley & Sons, Ltd,
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outcome under investigation. The competing event
may be the withdrawal of the subject from the
study (for whatever reason), death from some
cause other than the one of interest, or any
eventuality that precludes the main event of
interest from occurring. The Kyushu Lipid Inter-
vention Study (KLIS) [1, 2], which is described in
detail in Section 2, was a clinical study for
hypercholesterolemia, where treatment with pra-
vastatin (an HMG-CoA reductase inhibitor) was
compared with conventional treatment in Japanese
men aged 45-74 years. The primary endpoint was
time to events of coronary heart disease (CHD). In
this study, some subjects died from causes other
than CHD such as cerebral infarction or cancer,
and some subjects were lost to follow-up. Because
the treatments were targeted to reduce CHD
events, the investigators were nol inlerested in
the effect that treatment may have on competing
events; rather, they were mainly interested in the
effect of treatment on CHD events in the absence
of causes of death or events other than CHD. This
classical competing risks problem requires infer-
ence of the marginal distribution of time to CHD
events [3,4].

For the classical competing risks problems,
Tsiatis [5] showed that the marginal survival
function is not identifiable from observable data
without additional assumptions. Independence of
the latent failure times is one common assumption
that would resolve the problem of identifiability
and permit estimation of the marginal survival
function using the product-limit estimator of
Kaplan and Meier [6]. The assumption of indepen-
dence, however, can never be verified from ob-
served data and often may not be justified in
practical settings. For example, in the KLIS data,
one would expect that the subjects who have had a
cerebral infarction would have a higher probability
of CHD events due to the similarities of prognostic
factors between the two events [7). This kind of
competing risk is obviously dependent on the event
of interest. The Kaplan—-Meier estimator under the
assumption of independence will be inconsistent in
the presence of dependent competing risks.

To address the issue of nonidentifiability,
Peterson [8] provided upper and lower bounds on

Copyright © 2007 John Wily & Sons, Ltd.
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the marginal survival time as a function of the
observed data. Peterson upper and lower bounds
correspond to the extreme scenarios where cen-
sored subjects are assumed to never experience the
event of interest or to experience the event
immediately after censoring, respectively. In deal-
ing with dependent competing risks, several
authors have proposed bounds for the marginal
survival function which are much tighter than
those of Peterson [9-11]. These approaches impose
certain dependency structures on the latent failure
times which do not restrict the observed data, but
allow for the identification of the marginal survival
function under the knowledge of assumed depen-
dency structures,

Recently, Robins and colleagues proposed the
Inverse Probability of Censoring Weighted
(IPCW) method for the analysis of data with
informative censoring [12-15). The IPCW estima-
tor is a weighted version of the Kaplan-Meier and
Cox partial likelihood estimators, in which weights
are proportional to the inverse of the conditional
probability of surviving uncensored [12, 14]. The
[PCW method can be used to correct for bias due
to dependent censoring when the dependent
censoring can be explained by measured prognos-
tic factors.

In this paper, we extend the IPCW approaches
[14] to settings with more than one reason for
censoring. In order to construct the IPCW marginal
survival estimator, the cause-specific hazards of
censoring are modeled by the proportional hazards
model, in which the treatment group-specific base-
line hazard and parameters are assumed for each
reason of censoring. The next section describes the
motivating study, the KLIS data. In Section 3, we
introduce notation and describe the IPCW methods
under competing risks. In Section 4, we apply the
proposed methods to the KLIS data. In Section 5,
we conclude with a discussion,

2. KLIS DATA

We briefly describe the motivating study and the
data (KLIS). Full details on the design, conduct,
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Table I. Types and numbers of events in the KLIS data.
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Pravastatin treatment

Conventional treatment

Types of events

Number

(%) Number (%)

CHD 65
No events at the end of follow-up 2033
Loss to follow-up 53
Death due to causes other than CHD 68

Total 2219

29 48 29
91.6 1479 90.5
24 44 2.7
31 63 39

100 1634 100

and main clinical results have been reported
previously [1,2]. A total of 5640 male patients
aged 45-74 years with a serum total cholesterol
level of =220 mg/d] (5.69 mmol/l) in the pretest
period were recruited by 902 physicians in Kyushu
District from May 1990 to September 1993.
Excluded from enrollment were those who with-
drew their informed consent voluntarily; those
who did not contact with study physicians
thereafter; those with a history of myocardial
infarction, coronary bypass surgery, coronary
angioplasty, cerebral hemorrhage, or cerebral
infarction; those with a high-density lipoprotein
(HDL) cholesterol level of =80 mg/dl; and those
who had other specified life-limiting conditions
such as renal failure or liver disease. The study
subjects consisted of 3853 male patients.

Each study physician was instructed to allocate
patients to either pravastatin treatment or con-
ventional treatment randomly as specified in a
sealed envelope, but some participating physicians
did not necessarily follow the instruction of
random assignment [1]. Therefore, the KLIS was
essentially an observational study. In the protocol,
pravastatin was prescribed at a dosage of 10-20
mg per day, which was an officially approved dose
in Japan, and the conventional treatment included
dictary and/or exercise therapy and medication
with hypolipidemic drugs other than probucol,
bezafibrate, and statins.

The primary endpoint was CHD events com-
prised of fatal and nonfatal myocardial infarction,
coronary artery surgery, coronary angioplasty,
cardiac death, and sudden and unexpected death.
The endpoint and adverse effects committee

Copyright © 2007 John Wiley & Sons, Ltd.

regularly reviewed all possible cases of any event
on the basis of the abstracts of medical records
reported by the study physicians, laboratory data,
and, if available, serial electrocardiograms. An
underlying cause of death was classified and coded
in accordance with the 9th revision of the ICD
(International Classification Disease), based on a
death certificate and/or a report abstract of the
medical record. Follow-ups were continued until
the end of 1997, From January to May 1998, an
endpoint survey was carried out to make a full
ascertainment of CHD events, other events such as
cerebral infarction, and deaths from all causes
until the end of 1997. Each study physician
reconfirmed the summary information regarding
outcome data, which was prepared by the study
office based on the returned follow-up report
forms. Study physicians made direct contact with
patients who had ceased to visit the physicians by
telephone and mail. Table I shows the types and
numbers of events in each treatment group. The
events were divided into four categories: CHD
events; no events at the end of follow-up; loss to
follow-up; and death due to causes other than
CHD events, such as cerebral infarction, cancer, or
suicide. The last two categories were regarded as
competing events. The proportions of patients
with competing events in the conventional treat-
ment group were slightly larger than those in the
pravastatin treatment group.

Figure 1 shows the Peterson bounds for the
marginal incidence proportion of CHD events in
each treatment group. Peterson [8] originally
provided one extreme scenario as ‘never experience
the event of interest’, that is, the unobserved event

Pharmaceut. Statist, 2008; 7: 202-214
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Figure 1. Peterson bounds for the marginal incidence proportion of CHD events in each treatment group. The solid

line is one extreme scenario, in which subjects with competing events were assumed to experience CHD immediately

after censoring. The dashed line is the other extreme scenario, in which subjects with competing events were assumed to
be censored at the end of all follow-up.

Table II. The distributions of event times (years) of CHD and competing events.

Types of events

Loss to

Treatment group CHD Death due to causes All competing
follow-up other than CHD events®

Pravastatin Number 65 53 68 121
Mean 2.76 4.52 3.14 3.74
Median 283 4.65 291 3.89
Quartiles 1.67,3.74 3.99,5.57 209,415 2.345.03
Range 0.19,5.30 0.16,7.46 0.22,7.25 0.16,7.46

Conventional Number 48 44 63 107
Mean 242 433 327 3,70
Median 2.12 4.66 323 4.05
Quartiles 1.00,3.73 4.08,4.97 2.15433 2.554.71
Range 0.05,5.86 0.31,6.65 0.71,7.29 0.31,7.29

*All competing events are ‘loss to follow-up® plus "death due to causes other than CHD'.

group, which will lie in between these two extreme
scenarios.

times are infinite. We regarded such competing
events as censored at the end of all follow-up (the
end of 1997). The usual treatment group-specific
Kaplan—-Meier estimates that ignore the competing
risks, that is, the incidence proportion curves that
censor all competing events al their event times,
were almost the same as the lower bounds in each
group. These observations were due to the fact

3. IPCW METHODS

3.1. Assumption of no unmeasured confounders for

that in each group most CHD events were likely to
occur before the competing events, as shown in
Table I1. In this paper, we want to estimate the
marginal incidence proportion in cach treatment

censoring

Let T; and C; be the potential failure (occurrence
of CHD events) time and the potential censoring
time for subject i (i = 1,2,...,n), respectively. C;
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is the minimum of Cy (j=1,2,3), where Cj
denotes a death time due to causes other than
CHD, C; denotes a censoring time of loss to
follow-up, and Cp3 denotes a censoring time at the
end of follow-up. Censoring at the end of follow-
up was not considered dependent censoring,
because there was a fixed known calendar date at
which the follow-up of all subjects ended (31/12/
1997 for the KLIS data); therefore, Cz was known
for all subjects. The observable data are n i.id.
copies of X = min(T, Cy, Cy, C3), type of event J
(j=0, if CHD events are observed), treatment
group indicator variable R (R = 1 if pravastatin
treatment group, and R = 0 if conventional treat-
ment group), and covariate history Vy, where V,
={V,:0<s<1t}, and V, is a vector of possibly
time-dependent prognostic factors for T recorded
at time s,

In order to identify the marginal survival, we
assume the following relation in the censoring
process:

ARV, T, T>1)= ARV, T>1) 1)

where j=1,2 and Ag(t| (), T>1) is the cause-
specific hazard of censoring at time ¢ given both
X = min(T,C), C3,C3) exceeds at ¢ and the
information in (-). This assumption means that,
conditional on the treatment group and on the
recorded history until time ¢, the cause-specific
hazard of censoring C; at time ¢ does not depend
on the possibly unobserved CHD event time T
We also assume an additional conditional inde-
pendence assumption that the competing events
are independent of each other given the treatment
group and the covariate history. This fundamental
assumption is called ‘no unmeasured confounders
for censoring’ [16] and is equivalent to a sequential
version of Rosenbaum and Rubin’s strong ignor-
ability assumption [17]. The assumption specifies
that, among subjects with the same recorded past,
the population of subjects censored due to each
specific cause at time ¢ has the same distribution of
the outcome of interest as that of the population of
uncensored subjects at time r. The assumption will
be satisfied, in particular, when the censoring
process is ignorable or MAR (missing at random)
in the terminology of missing data analysis. In

Copyright © 2007 John Wiley & Sons, Ltd.
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practice, we would not expect this assumption to
be precisely true, but given a rich collection of
prognostic factors recorded in V,, it may well be
approximately true.

3.2. IPCW marginal survival time

The IPCW approach is to regard subjects with
competing events as dependently censored the first
time a subject either died or was censored by loss
to follow-up. To correct for dependent censoring,
we need to estimate the treatment group-specific
hazards of censoring conditional on time-depen-
dent prognostic factors for CHD [14]. The time-
dependent Cox proportional hazards model for
censoring is used for the right-hand side of
equation (1),

ARV, T > 1) = Jorg, (1) explarg Vi) 2)

where for each reason of censoring j (j = 1,2), the
treatment group-specific baseline hazard Agrc (1)
and the treatment group-specific regression para-
meters egc, are assumed, because both the baseline
hazard and covariate effects may depend on
treatment group. For estimating the hazard of a
particular censoring type conditional on covari-
ates, CHD events and other censoring types are
censored at their event times.

Under the assumption of no unmeasured con-
founders for censoring (1) and the proportional
hazards model for cause-specific hazards of
censoring (2), the conditional probability of being
uncensored for subject i is provided by the
following time-dependent extension of the Ka-
plan-Meier estimator for censoring j,

K i) = H

wX.<ioy=1,Ru=R;
where dore (X.) = 0/ Y0 expldre Vix,) Yi (X)I
(R; = R) is the Breslow estimator of the baseline
hazard function for censoring j in treatment group
R, and Y,(1) takes the value of one if subject i is at
risk at time ¢, and zero otherwise. a,; takes the
value of one if the subject is censored for reason j,
and zero otherwise. For any proposition A, I(A4)
equals one if A is true and zero otherwise,

':XP[—EI)NC,(X .) expldre, Vir, )]

Pharmaceut. Statist. 2008; 7: 202-214

DOL: 10.1002/pst



Pharmaceutical
STATISTICS

The IPCW estimator is different from the
ordinary estimator by weighting the contribution
of a subject at risk by the inverse of the conditional
probability of having remained uncensored. Using
the above estimator of uncensored probability, the
contribution of a subject at risk at time r is
weighted by the inverse of an estimate of the
conditional probability of having remained un-
censored for both reasons until time 1, W;x
(1) = (1/Ru(0) x (1/Ra(r)). Here, we assume that
the conditional probabilities are bounded away
from zero with probability 1 for each subject i, that
is, K’,;,.(r)bo. This assumption will be satisfied
unless their conditional probabilities are structural
zero, that is, K;(1) =0 for some values of V,.
Under this assumption, the IPCW Kaplan-Meier
estimator of the treatment group-specific marginal
survival of not having CHD events through time
is

_ . S W(X)IR, = R)
ST Ir.l.]n} {1 T Y)W X)I(R, = R}}

(3)

where §; is the failure tme indicator that takes the
value of one if the subject failed and zero if the
subject is censored. This [PCW Kaplan-Meier
estimator for CHD events in treatment group R
differs from the ordinary Kaplan-Meier estimator
in that the contribution of a subject at any time X;
is weighted by the subject-specific weight W ,(X)).
In the IPCW estimator (3), the quantity,
W {(X)I(R; = R), estimates the number of sub-
jects in treatment group R who would have been
observed to fail at time X; in the absence of any
competing ecvent, while the quantity, 3 _,
Yu(X)W.(X)I(R, = R), estimates the number of
subjects who would have been alive and at risk at
time X; in the absence of any competing risk.
Thus, the ratio estimates the hazard of CHD event
at X;in the absence of competing event; it follows
that (3) estimates the probability Sr(f|R) of
surviving without failure (i.e. of remaining CHD-
free) until time 1 in the absence of competing event,
When (1) and (2) are true, Robins [12] proves that
under mild regularity conditions, the IPCW
estimator (3) gives a consistent estimator of our

Copyright © 2007 John Wiley & Sons, Lid.
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target causal estimand S7(7|R), that is, the margin-
al survival function. Inverse probability weighted
estimators have been previously considered by
Horvitz and Thompson [18] in the sample survey
literature. Satten and Datta [19] give an elemen-
tary discussion of the IPCW estimators.

If the IPCW estimate (3) is close to the Peterson
lower bound, we will see that the competing events
are related to the unobserved CHD events and that
these dependent competing risks can be explained
by the covariates V, included in the analysis based
on (2). On the other hand, if the [PCW estimate (3)
is close to the Peterson upper bound, we will see
that the competing events are not dependent ones
under the assumption (1) that all important
covariates were included in the covariate history
based on (2). Therefore, it is important to compare
the IPCW estimate (3) with the bounds in order to
evaluate the degree and the direction of the
selection bias,

3.3. Comparison of the IPCW marginal survival
time

We used the Cox proportional hazards model to
compare the marginal distribution between the
two treatment groups. The model is

Ar(1|R) = Ao(1) exp(fR) (4)
where A7(1|R) is the hazard of CHD events at time
{ in treatment group R. The IPCW Cox partial
likelihood score U(f) for f differs from the
ordinary Cox partial likelihood score in that the

contribution of the subject u at risk at time Xj is
weighted by W, (X;), that is,

up) = Z W X))

=l

" { g, St TX)W(XDR, c1p(ﬁR,)}

im1 LX) W(X) exp(BR.)
(5)
If (1) and (2) are correct, Robins [12] proves that
under mild regularity conditions, the weighted
estimating equations U(f) =0 gives a consistent
and asymptotically normal estimator of the para-
meter f.
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The use of individual weights induces within-
subject correlation and we must take this correla-
tion into consideration in the calculation of
variance. In the calculation of a confidence
interval, we used the robust variance estimate
[20,21]. It provides a conservative confidence
interval for the parameter of interest, that is, the
95% Wald confidence interval calculated as f +
1.96 % (robust standard error), which is guaranteed
to cover the true value of f at least 95% of the time
in large samples [21,22]. We programmed the
above procedure to obtain the IPCW estimate
using SAS/IML procedure.

3.4. Adjustment of confounding by the IPTW
method

In comparative studies, where investigators do not
control treatment assignment, the directly esti-
mated treatment effect can be strongly affected by
confounding. This implies that in the KLIS data
we cannot directly use the weighted log-rank-test
(5) to compare the IPCW marginal incidence
between treatment groups. There has been an
enormous amount of work devoted to analytic
adjustments for confounding. A new class of
causal models called marginal structural models
(MSMs) has recently been proposed [22,23] to
estimate the causal effect of treatment from
observational data. In MSMs, the parameters are
consistently estimated by the Inverse Probability
of Treatment Weighted (IPTW) method. Here, we
briefly describe the rationale for the method in the
special case of a binary point treatment such as the
KLIS data. A formal mathematical definition of
MSMs using the counterfactual outcomes has
been provided by Robins [23].

We consider the association model (4). In this
subsection, we assume that there is no censoring,
so the failure tme 7T is observed on each subject. If
a treatment assignment is completely at random
and noncompliance is absent, the probability of
receiving a treatment will be independent of both
measured and unmeasured baseline prognostic
factors, that is, there is no confounding. In this
case, assuming that the association model (4) is
correct, f has a causal interpretation, because

Copyright © 2007 John Wiley & Sons, Ltd,
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association implies causation in the absence of
confounding. This situation is called that a
treatment is ‘causally exogenous’ [22,23]. On the
other hand, if the probability of receiving a
treatment is independent of only measured base-
line prognostic factors, a treatment is said to be
‘statistically exogenous’ [22,23]. It must be noted
that the fact that a treatment is statistically
exogenous does not imply that it is causally
exogenous, because unmeasured confounders
may predict the probability of receiving a treat-
ment. We can empirically test whether a treatment
is statistically exogenous, but not whether it is
causally exogenous.

Suppose that we can correctly model the
probability of receiving a treatment as a function
of measured baseline prognostic factors Vo. We
could then guantify the degree to which the
treatment is not statistically exogenous by the
quantity,

Pr(R)

W . ——————
W = FIR Vo)

where the denominator is the probability that a
subject received his or her own observed treatment
given measured prognostic factors Vg, while the
numerator is the unconditional probability that a
subject received his or her own observed treat-
ment, The numerator and denominator of Wiprw
are equal, if the treatment is statistically exogen-
ous.

When the treatment is not statistically exogen-
ous, we consider estimating f# in the association
model (4) by a weighted Cox regression in which a
subject is given the weight Wipryw. Weighting
creates a pseudo-population where each subject is
copied Wiprw times. In this pseudo-population,
the treatment is statistically exogenous and thus
causally exogenous under the assumption of no
unmeasured confounders. The weighted Cox
regression estimator is called an IPTW estimator
[22,23]. As given in the Appendix 1 of Robins
et al. [22], in a simple stratified point treatment
analysis, the IPTW estimator is identical to the
standardized estimator with the total group as the
standard population. Hence, the MSM is inter-
pretable as a nonparametric multivariate standar-

Pharmaceut. Statist. 2008; 7: 202-214

DOI: 10.1002/pst



Pharmaceutical
STATISTICS

dization method [24]. The weighted Cox regression
to obtain the [PTW estimate can be performed
with SAS/PHREG procedure wusing the
*"WEIGHT" statement.

4. ANALYSIS OF KLIS DATA

To estimate the subject-specific weight W{(X), we
used five time-dependent factors as well as 12
baseline factors in the time-dependent Cox pro-
portional hazards model for censoring (2). Prog-
nostic factors at baseline were age (categorized as -
49 (reference category), 50-54, 55-59, 60-64, 65
69, and 70-74, with dummy variables for this
categorization), serum HDL cholesterol (categor-
ized as — <40 (reference category), 40 — <48, 48
— <57, and 57—mg/dl), serum LDL cholesterol
(mg/dl), total cholesterol (categorized as — <235
(reference category), 235— <246, 246— <262, and
262—mg/dl), triglycerides (mg/dl), body mass
index (BMI, categorized as —<22.0 (reference
category), 22.0—<24.0, 24.0-<259, and
259—kg/m?), current smoking (dichotomous),
diabetes mellitus (dichotomous), daily alcohol
use (dichotomous), prior use of lipid-lowering
drugs (dichotomous), hypertension (dichoto-
mous), and angina pectoris (dichotomous). Time-
dependent prognostic factors were serum HDL
cholesterol, serum LDL cholesterol, total choles-
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terol, triglycerides, and the occurrence of cerebral
infarction measured at six, 12, 24, 36, 48 and 60
months after a subject entered this trial. For these
five time-dependent factors, the most recent
recorded values were included as covanates in
the prediction model (2) for the conditional
probabilities of having remained uncensored. All
these variables are clinically important prognostic
factors for CHD events. The variable-selection
procedures to reduce these variables to a relevant
subset were not used, because it is important to
include as many prognostic factors both for CHD
events and for censoring as possible for the validity
of our analysis, that is, the assumption (1) of ‘no
unmeasured confounders for censoring .

Figure 2 shows the [PCW marginal incidence
proportion of CHD events in each treatment
group. In cach group, the upper solid line is the
Peterson bound, in which subjects with competing
events were assumed to experience CHD immedi-
ately after censoring. In both treatment groups,
the marginal incidence for CHD was almost the
same as the lower bound in which subjects with
compeling events were assumed to be censored at
the end of all follow-up. Therefore, there is little
evidence of dependent competing risks in the KLIS
data.

Because the KLIS was an observational study,
we adjusted the baseline confounding by the IPTW
method described in Section 3.4, We modeled the
probability that a subject received the pravastatin

Incidence Proportion

1] 1 2 3 4 5 6 T
Time (Years)

{b) Conventional treatment

Figure 2. The IPCW marginal incidence proportion of CHD events in each treatment group. In each group, the upper
solid line is the Peterson upper bound and the dashed line is the lower bound.
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treatment using logistic regression with the 12
baseline factors described above as explanatory
variables. From this logistic regression model,
estimates of the subject-specific weight, W?¥, the
inverse of the conditional probability of receiving
his or her own observed treatment, were obtained.
The subject-specific weight W{X;) x W¥* was used
instead of W,(X;) or W,(X)) in the weighted score
function (5). This weight is the inverse of the
probability that a subject would have his or her
own observed treatment and uncensored history
for both reasons through time f. Figure 3 shows
the results. A marginal treatment effect (hazard
ratio = 0.78; 95% Wald confidence interval: 0.51-
1.18) was observed after adjustments for baseline
confounding as well as competing risks.

0.036
0.030
0.024
0.018

0.012

Incidence Proportion

0.006

0.000

Time (Years)

Figure 3. Comparison of the IPCW marginal incidence

proportion of CHD events between treatment groups.

Baseline confounding was adjusted by the IPTW

method. The solid line is the pravastatin treatment

group and the dashed line is the conventional treatment
group.

Table I1I. Comparison of treatment effect.
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Table I11 shows a comparison of hazard ratio
and the 95% confidence interval under five
adjustment methods. First analysis compared
treatment effect without taking account of both
baseline confounding and competing risks, in
which competing events were assumed to be
censored at their event times (hazard ratio = 0.97
: 95% CI: 0.67-1.41). Second analysis compared
treatment cffect with an adjustment by the IPCW
method taking account of only competing risks
using the weighted log-rank-test (5) (hazard ratio
= 0.94; 95% CI: 0.65-1.37). Third analysis com-
pared treatment cffect with an adjustment by the
IPTW method taking account of only bascline
confounding using the estimates of the subject-
specific weight, W?¥, in which competing events
were assumed to be censored at their event times
(hazard ratio = 0.80; 95% CI: 0.53-1.20). Fourth
analysis compared treatment effect with an adjust-
ment by both the IPCW and the IPTW method,
that is, Figure 3 (hazard ratio = 0.78; 95% CI:
0.51-1.18). A slightly stronger evidence of baseline
confounding was observed with the crude result
biased toward the null. However, the confidence
intervals of the hazard ratio using different
adjustment methods overlapped with each other.
This might be due to the fact that the distributions
of competing events were similar between treat-
ment groups (Table II) and the KLIS was origin-
ally started as a randomized clinical trial [1, 2].

Final analysis compared treatment effect with
an adjustment by the Cox regression models
including all baseline covariates as the linear
predictors and assuming all compeling events lo
be censored at their event times (hazard ratio =
0.85; 95% CI: 0.57-1.27). It must be noted that,

No. Analysis method Hazard ratio 95% confidence interval
1* No adjustments 0.97 0.67-1.41
2 Adjustment by the IPCW method 0.94 0.65-1.37
3* Adjustment by the IPTW method 0.80 0.53-1.20
4 Adjustments by both the [IPCW and IPTW methods 0.78 0.51-1.18
5 Adjustment by the Cox regression model 0.85 0.57-1.27

*Competing events were assumed 1o be censored at their event times. In analysis No. 5, all baseline confounders were included as the

linear predictors in the Cox regression model.

Copyright © 2007 John Wiley & Sons, Lid.
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aside from the competing risks problems, this final
result depends heavily on the correct specification
of the parametric model forms, which are usually
unknown in most cpidemiologic applications,
while our IPTW adjustments of confounding do
not need such parametric assumptions.

5. DISCUSSION

The problem of analyzing and interpreting data
concerning competing risks continues to be one of
the most important and vexing in biostatistical
practice. The analyses of competing risks can be
made using observable population parameters. An
important observable quantity is the cumulative
incidence functions based on the cause-specific
hazards [25-28]. Alternatively, in this paper, we
presented a method for estimation and compar-
ison of treatment group-specific marginal survival
curves of time to event data in the presence of
dependent competing risks. The parameter of
interest in our analysis is the marginal survival
distribution, which is the net probability of time to
event if only one cause of event acted on a
population [4,29,30]. The ability to isolate the
effect of one risk acting a population is attractive,
especially if the focus of a study is to evaluate the
effect of an intervention that is targeted at
reducing incidence from that specific cause. Much
of the literature on compeling risks approaches
such a problem by assuming the existence of latent
survival times for each subject, that is, the
estimation of event rates for certain types of event
given the removal of some or all other event types.
However, the net probabilities are hypothetical
quantitiecs and not directly observable in a
population. Only observable quantities are their
bounds, which allow for any possible dependence
structure and will often be too wide to be of value
[9-11]. Therefore, it is necessary to assume some
model concerning the censoring process such as (1)
to identify the net probabilities from the available
information on the observables including covariate
histories,
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The proposed method is a straightforward
extension of Robins and Finkelstein [14] for
scttings with two or more reasons for censoring.
The application of the proposed methodology to
the KLIS data suggested that the IPCW marginal
incidence for CHD was almost the same as the
lower bound. We included as many covariates as
possible to predict the conditional probabilities of
having remained uncensored. This result may
suggest that there was little evidence of dependent
competing risks in the KLIS data. In many studies,
because we cannot safely say that the dependent
censorings have not occurred, it is important to
conduct the analysis accounting for the dependent
censorings as well as the standard one and to
compare their results. When their results differ
remarkably, the reasons for drop-outs are exam-
ined in detail and the effects on the final conclusion
in the study should be discussed. On the other
hand, when the results are nearly the same ones
like the KLIS data, dependent censorings observed
in the study does not cause a severe selection bias
attributable to the covariates and the results from
the standard analysis are robust in relation to the
censorings.

It must be noted that the low incidences for the
competing events do not always mean that the
IPCW estimate will be close to the lower bound,
The issue of interest in our analysis is whether the
competing events are informative for their un-
observed CHD events and whether the relation
can be explained by the observed covariate
histories. If they have much information on their
unobserved CHD events and the covariates are
available to explain the dependency, the IPCW
estimate will be close to the upper bound without
regard to the incidence of competing events. On
the other hand, if they have little information on
their unobserved CHD events, the [PCW estimate
will be close to the lower bound,

For example, in a cohort of 100 subjects,
suppose that at the time of 2 (years) from the
start of follow-up, 5 subjects and 3 subjects
experienced CHD events and non-CHD deaths,
respectively, and that the remaining 92 subjects
were censored at the end of study (time = 5). In
this hypothetical data, the upper and lower bound
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of the incidence rate is 8/(5x 2+3x 2492 % 5)
=1/59.5 and 5/(5%2+3x5+92x5)=1/97,
respectively. Under the independent censoring,
the incidence rate is 5/(5x2+3x2+492x5)=
1/95.2. If a binary covariate V is available and the
distribution is ¥ = 1 for both 5 CHD and 3 non-
CHD events and ¥ = 0 for 92 censored events at
time = 5, the [IPCW weights are 8/5 for the former
events and 1 for the latter events. In this scenario
of dependent competing risks, the IPCW incidence
rate is Sx 1.6/(5%x2x16+3x2x1.6+92x5
x1) = 1/60.7, which is almost the same as the
upper bound. On the other hand, if the distribu-
tionof Vis V¥ = 1 for 5 CHD events and ¥V = 0 for
the other events, the IPCW weights are 1 for the
former events, and are 95/92 (time<2) and 1 (2<
time<5) for the latter events. In this scenario
of independent competing risks, the IPCW
incidence rate is 5x1/(5 x 2 x 1 +95x2x95/92
+92 % 3 x 1) = 1/96.4, which is almost the same
as the lower bound. For more formal explana-
tions, see Scharfstein and Robins [15] and Scharf-
stein et al. [31], in which the relation between the
IPCW estimator and the bounds is discussed. They
showed that, as the censoring bias parameters a in
(2) goes to + oo (although they consider the case
where the cause-specific hazard of censoring
depends also on the possibly unobserved event
time 7 given V,), the resulting [IPCW estimator will
converge to the bounds.

Our results are based on a nonidentifiable
assumption concerning the residual dependence
between lime to events and competing risks due
to unmeasured factors. The ordinary Kaplan—
Meier estimator does not utilize recorded informa-
tion on time-dependent covariates V, and assumes
the independence among competing risks, while the
IPCW one utilizes such information and assumes
the conditional independence among them. How-
ever, because causal interpretation of IPCW
estimates depends on the correctness of assumption
(1), making the censoring process ignorable is more
important than fitting a parsimonious model in (2).
As Joffe et al. [32] have described in the modeling of
competing causes of death, the aggregation of
censoring by competing causes may obscure
important differences in the effect of various
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predictors on each type of censoring and so lead
to misspecification of the model for censoring.
Therefore, we fitted separate models for each type
of censoring, where the treatment group-specific
baseline hazard and regression paramelers were
assumed for each competing risk. Furthermore, in
the KLIS, many clinically important time-depen-
dent factors were measured and all of them were
used as covariates to predict the probability of
remaining in the study. Therefore, there will be a
certain degree of validity in our IPCW estimates.
Otherwise, it will be necessary to develop
sensitivity analysis methodology to investigate
the sensitivity of our inferences to the fundamental
assumption (1) of no unmeasured confounders.
This sensitivity analysis will be particularly im-
portant for our data, in which the IPCW marginal
incidence was almost the same as the lower bound.
A simple and easy sensitivity analysis is to generate
a hypothetical prognostic factor both for CHD
and for competing events and to include the factor
in the prediction of the conditional probabilities of
uncensored, In the KLIS data, a hypothetical
binary lime-dependent covariate with a hazard
ratio of 40.0 for both CHD and competing events
was randomly generated and was included in the
estimation of the subject-specific weight in addi-
tion to the 17 covariates described in Section 4.
The increase of the resulting IPCW incidence in
each group was slight compared with the estimates
(Figure 2) ignoring the effect of the hypothetical
unmeasured covariates. Therefore, in the KLIS
data, it is likely that the effect of unmeasured
confounders on our inferences would be small.
Scharfstein et al. [15,31] have developed more
formal sensitivity analysis. The sensitivity analysis
for our data using their idea will be future work.
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Estimation of treatment effect adjusting for treatment changes
using the intensity score method: Application to a large primary
prevention study for coronary events (MEGA study)

Yukari Tanaka* T, Yutaka Matsuyama and Yasuo Ohashi for the MEGA Study Group

Department of Bi istics/Epidemiology and Preventive Health Sciences, School of Health Sciences
and Nursing, University of Tokye, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033, Japan

SUMMARY

The MEGA study was a prospective, randomized, open-labeled, blinded-endpoints study conducted in
Japan to evaluate the primary preventive effect of pravastatin against coronary heart disease (CHD),
in which 8214 subjects were randomized to diet or diet plus pravastatin. The intention-to-treat (ITT)
analysis showed that pravastatin reduced the incidence of CHD (hazard ratio=0.67; 95 per cent confidence
interval (CI): 0.49-0.91) and of stroke events, which was the secondary endpoint in the MEGA study
(hazard ratio=0.83; 95 per cent CI: 0.57-1.21). Owing to considerable treatment changes, it is also of
interest to estimate the causal effect of treatment that would have been observed had all patients complied
with the treatment to which they were assigned. In this paper, we present an intensity score method
developed for clinical trials with time-to-event outcomes that correct for treatment changes during follow-
up. The proposed method can be easily extended to the estimation of time-dependent treatment effects,
where the technique of g-estimation has been difficult to apply in practice. We compared the performances
of the proposed method with other methods (as-treated, ITT, and g-estimation analysis) through simulation
studies, which showed that the intensity score estimator was unbiased and more cfficient. Applying the
proposed method to the MEGA study data, several prognostic factors were associated with the process of
treatment changes, and afier adjusting for these treatment changes, larger treatment effects for pravastatin
were observed for both CHD and stroke events. The proposed method provides a valuable and flexible
approach for estimating treatment effect adjusting for non-random non-compliance. Copyright © 2007
John Wiley & Sons, Ltd.
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