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Abstract

Virtual reality based surgical simulator allows a
repetitive training without spoiling patients. Exclusion
is an important surgical’manipulation of pushing aside
organ to make a hidden tissue visible. The authors
propose an organ exclusion training simulator with
multi-finger haptic interaction and stress visualization.
The system equips FEM-based soft tissue deformation
and exoskeletal haptic device CyberForce. Real-time
simulation was achieved with a prototype system.
Results of training trial suggested effectiveness of
stress visualization especially in early training days.
Subjective evaluation by surgeons cleared its potential.
Results of a basic study showed decrease of required
refresh rate in multi-finger interaction compared with
single finger interaction. It suggested the system can
keep realism even if calculation time is increased by
multi-finger interaction.

1. Introduction '

Repetitive experience is a basic approach to obtain
a manual skill, which is strongly related to haptic
sensation. In medicine, less and less training
opportunity becomes a problem, because animals tend
to be forbidden to be sacrificed for training. Residents
cannot avoid training their skills with real patients,
although it has a risk of damaging them. Organ
exclusion is a surgical manipulation of pushing aside
organ to make a hidden tissue visible or to enlarge
workspace as shown in Fig.1. A surgeon excludes liver
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with multiple fingers to make a hidden vessel visible.
Improper manipulation causes fatal damage of the
manipulated tissue.

In this paper, exclusion training simulator with
multiple fingers is developed with a basic study of
multi-finger haptic interaction with an elastic object.

Figure 1. Liver exclusion. A vessel behind liver
becomes visible by exclusion with fingers.

2. Background

Virtual reality based -surgical simulator has been
intensively studied and several simulators are
commercially available [1]. Some simulators give an
opportunity to know surgical procedures with a
specific instrument (e.g. endoscopic forceps). The
others provide training environment of a surgical tool
(e.g. knife, necedle). However, manual training of
exclusion, which includes multi-finger haptic
interaction, has never been provided. The system
should support multiple-finger interaction with an
elastic object. Virtual reality system has a strong
advantage of showing hidden information in real world
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e.g. internal deformation of deformed object or stress
concentration. The system will enable efficient surgical
training, if physical status of soft tissue can be
simulated in real-time and displayed to the user
interactively. .

Several force feedback devices for muitiple fingers
have been developed [1, 2, 3]. However, developed
applications with multi-finger haptic interaction are
very few. One of possible reasons is “refresh rate”
problem, especially for displaying high stiffness of
rigid wall, which requires high refresh rate (more than
1,000Hz). If an object is softer, a system can provide
realistic force sensation with lower refresh rate.

Some studies investigated the requirements of
refresh rate for realistic interaction with a virtual stiff
wall. Soft tissue has far less stiffness. Psychophysical
studies of haptic perception in finger’s manipulation
have been done intensively. Pang et al. investigated
JND (Just Noticeable Difference) of force in squeezing
manipulation [{4]. Lederman and Klatzky ensured the
importance of spatially distributed fingertip force in a
palpation-like task [5]. However, difference of
perceptual features of haptic interaction with single
and multiple fingers is unclear. The condition of used
fingers might effect on required refresh rate.

There are many variations of finger manipulations
with an elastic object (e.g. pushing, grasping, stroking).

In surgical exclusion, a surgeon holds/grasps the object
by fingers to control its location and deformation.
Cutkosky and Howe categorized grasp into two grasps:
power grasp and precise grasp [6]. Power grasp is a
manipulation not only with fingertips but also with
middle phalanx and a palm for exerting much force on
the object. On the other hand, precise grasp is a
manipulation only with fingertips for exerting fine
force on the object with sensing reaction force at the
same time. Surgical exclusion is categorized into
precise grasp and then a manipulation with fingertips is
significant, because improper manipulation causes
fata] damage to organ.

3. Exclusion simulation with multi-finger
haptic interaction

3.1. Requirements

Exclusion training system should allow interactive
‘manipulation with realistic force
fingertips. The system of suggesting danger of a
manipulation will help understanding a nature of the
relationship between manipulation and its effect and
help acquiring a skill. If stress exceeds a limit, soft
tissue 1s destructed and loses its function. In exclusion,
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a manipulation of avoiding stress concentration is an
essential skill. Information of stress distribution will be
helpful. Although information can be displayed in
various manners like visual, haptic and audio display,
visual display gives easy understanding of spatial
information such like stress distribution.

Therefore, requirements of exclusion training
system can be defined as follows.
- Visual display of accurate and interactive soft tissue

deformation based on physics

- Haptic display of accurate reaction force
- Visual display of stress distribution based on physics
- Multi-finger haptic interaction with elastic object

3.2. Multi-finger interaction environment

Fig.2 illustrates interaction method of multiple
fingers with an elastic object. The method considers
passive contact which is arisen by other finger’s action
to the object. In grasping simulation with a rigid body,
a solution of treating passive contact not by processing
once but by processing at several steps as active
contacts are used. The simulation loop runs very fast
(300Hz or more than 1kHz [7]) and then temporary
simulation results (invasion of a finger into an object)
is not perceivable to users from visual information. On
the other hand, simulation with physics-based
deformable model can ° provide realistic haptic
sensation with less haptic refresh rate (100Hz or less).
In this case, if the procedures are separated to several
steps, temporary deformation can be visually perceived
by users and lacks realism. In exclusion simulation,
both active and passive contacts between a finger and
an object are considered.

(®)

Figure 2. Temporary deformation based multi-
finger interaction method with an elastic
object. (a) Initial state. (b) Temporary state.
The object is deformed by a manipulator (m1).
Other manipulator (m2) invades into the object.
(c) Contacts by manipulators are considered.

Interactive simulation system with haptic display
requires high refresh rate of reaction force and fast
calculation of the simulation. In the study of surgical
simulation, finite element method (FEM) has been




recognized as one of the most accurate deformation
methods. The real-time simulation of non-linear elastic
deformation is hard with current CPU power. Hirota
proposed a method of real-time calculation of reaction
force with linear finite element model [8]. Reaction
forces at contact fingers are calculated in real-time.

3.3. Perceptual features of multi-finger haptic
interaction

Sufficiency of refresh rate of force feedback
provided, by a system determines realism of the

simulation. However, necessary refresh rate is not clear.

Few studies can be found for investigating the
difference between single and multi-finger interaction
[9]. One question is whether a person requires same
refresh rate even in a situation using with multiple
fingers or not. In general, in the case of multi-finger
interaction, more calculation time for deformation and
reaction force is needed compared with single finger
interaction. However, if required refresh rate is
decreased in multi-finger interaction, increase of
computation and decrease of required refresh rate can
balance out or at least 'necessary additional
computational resource is changed.

4. Prototype »System

As shown in Fig.3(a), the system consists of PC
(Intel Xeon 2.6GHz x 2, 1GB memory, RADEON9600
256MB graphic board), display and CyberForce
system (CyberForce, CyberGrasp, CyberGlove).
Position data is updated at 100Hz. Low refresh rate is
enough with low stiff object like soft tissue.

In order to allow various manipulations with
multiple fingers in wide workspace, exoskeletal haptic

device CyberForceTM[l] as shown in Fig.3(b) was used.

The device not only gives force sensation on fingertips
but also provides force to resist hand movement.

(® =

CybacGlove

Figure 3. (a) System configuration. (b) Muiti-
finger haptic device CyberForce. Forces can
be displayed to each finger and a wrist.

FEM with linear elasticity and Hirota’s method [8]
are employed in the system. In order to provide
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accurate sensation, calculated reaction force with FE
model must be displayed to fingers. However, due to
device’s restriction of freedom of fingertip movement,
only tangential component of reaction force is
displayed to finger and remaining force is displayed
only to wrist. In real world, when a person pushes an
object, applied force on a fingertip is conveyed and
internal force arises on wrist. However, a mechanism
of the device cannot convey the force to wrist. Thus,
internal force in wrist is simulated by displaying force
on wrist. Sum of calculated reaction forces on
fingertips by FE model is displayed on the wrist. The
force is same as real world in the ideal situation where
great acceleration does not arise in fingers and wrist
movement. Displayed forces on a finger and wrist are
shown in Equation 5 and 6.

£y () = () 0050 )

S
£ =2 f(0) (6)

(i=12345)
where f(i) is calculated reaction force on a finger by
FEM, f;

ingertip

(i) is displayed force on fingertip,

wrist

is displayed force on a wrist.

5. Experiment of perceptual features of

527

161

multi-finger interaction

An experiment investigates threshold of refresh rate
of force perceived as vibration. A hypothesis in this
experiment is “a person is less sensitive to discrete
changes in force feedback, perceived as step changes
in force or vibration, when performing multi-finger
interaction with an elastic object”.

The experiment was conducted with a developed
system described in section 4. A plate object (20cm x
20cm x 1.5cm in size) was set in virtual environment.
The object consists of 1334 vertices and 4745
tetrahedron (0.2MPa Young’s modulus and 0.4
Poisson’s ratio). 7.5% of both left and right sides of
the object was fixed in the environment as shown in
Fig.4. The rest part of the object deforms by user’s
manipulation and reaction force is displayed to the user.

Six volunteer students participated in the
experiment. A subject pushes a plate object with
designated fingers and answers if he/she feels
displayed force as continuous force or vibration. If
refresh rate is high enough, a subject feels it as
continuous force. In contrast, if refresh rate is low, a
subject feels it as vibration. A task was to find a
threshold of refresh rate to feel vibration.




Fixed area

Figure 4. Elastic object used in the experiment.

In order to standardize a condition in each subject, a
subject was told to exert 0.5N force on the object first
and additionally exert force up to around 1.0N by
pushing manipulation, not by stroking manipulation.
Visual information helps for a subject to know exerted
force, where pushed area was colored blue when the
exerted force was around 0.5N and colored red around
1.0N. 250 patterns of refresh rate » {Hz) were prepared
by selecting a number 1 from 1 to 250 as shown in
Equation 7. In this equation, a difference of refresh
rate can be set smaller in lower rate. This equation was
used, because small difference of refresh rate has a
great importance in lower refresh rate than in higher
rate., If the number i increases, refresh rate decreases
‘like 100Hz, 77Hz, 51Hz, 38Hz, 31Hz, 26Hz, 22Hz,
19Hz, 17Hz, 15Hz...

100 (i="1.
r=i__ L a<i<as0) G
0.0065 x i

Table 1 shows average thresholds and standard
deviations (SD) of refresh rate of force perceived as
vibration with single and multi-finger interaction.

Table 1. Threshold of refresh rate in single
and multi-finger interaction.

Refresh rate {Hz]
(SD)
Single Index finger 213 (35.0)
finger Middle finger 14.5 (25.8)
Third finger 20.8 (33.0)
Little finger 6.6 (24.9)
“Muitiple | | Index +
fingers Middle fingers 4901.2)
Middle +
Third fingers 3.50.8)
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Thresholds ranged from 3.5 to 21.3Hz. If stiff object
was used or stroking manipulation was performed,
discrete changes would be perceived at higher refresh
rate. Statistical difference was found in average
thresholds of refresh rate between single and multi-
finger interaction by t-test (p=0.021). The resuit
supported the above hypothesis. Although statistical
difference was not found in the difference of used
finger, it was probably because of small samples at
each condition.

6. Evaluation of training simulator

6.1. Simulation results

Real-time simulation is essential for virtual reality
system with interactive manipulation. Table 2 shows
calculation time for reaction force and deformation
with 820-noded object, which has cylinder shape and
is shown in Fig.6 (al). Calculation time for reaction
force must be sufficient for haptic refresh rate.
Deformation time must be below visual refresh rate.
Theoretically, calculation time for reaction force
increases at O(3") according to the number of
simultaneous  contact  fingers.  The  resulis
approximately showed such an increase of calculation
time. Deformation time includes calculation of
displacement of all vertices in addition to reaction
force calculation. From the results in section 5, as
average refresh rates of single and multi-finger
interaction was 15.8 and 4.2, respectively, required
refresh rates was decreased to approximately one third.
Therefore, increase of computational requirements and
decrease of required refresh rate by increase of contact
fingers are well balanced. Figure 5 shows achieved
refresh rate at this system and required refresh rates at
multiple contact fingers. Required refresh rates of
single and double-finger interaction are derived from
the results in section 5 and the rate of more than two
contact fingers are estimated by assuming required
refresh rate becomes one third by increasing number of
contact fingers. The result suggested that realism
would be achieved even with many contact fingers.

Fig.6 shows a simulation example of multi-finger
haptic interaction with soft tissue models and stress
visualization with a vessel. Fig.7 shows stress
concentration in the case, where an object has several
parts of different stiffness and stress concentration
arises around the boundary. The object is modeled as a
lung, which has a harder part in the bronchus and
pulmonary artery. '
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Table 2. Calculation time for reaction force
and deformation with multiple fingers [msec]

1 0.20 1.32
2 0.63 1.95
3 2.36 4.41
4 - 8.18 12.29
3 29.7 3236
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Figure 5. Required and achieved refresh rate
of reaction force in multiple contact fingers

Figure 6. Exclusion simulation of vessel (a1, 2)
and liver (b1, 2). Stress distribution caused by
different finger numbers (c1,2) and by
different finger manipulation (d1,2).

Figure 7. Stress concentration -occurred in a
simplified lung situation
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6.2. Training trial with non-medical persons

The effectiveness of a developed prototype system
for exclusion training was examined by training trial.
Fig.8 shows two environments of the experiment
(object A and B). Each object has features of liver and
lung, respectively. Object A has groove like liver,
which has several regions and groove can be found in
the border. Object B has bronchus and pulmonary
artery like hing described in previous subsection.
Object A has 0.3MPa Young’s modulus (0.4 Poisson’s
ratio) in the whole body, and object B has 0.1MPa in
the soft region and 1.0MPa Young’s modulus (0.4
Poisson’s ratio) in the hard region in Fig.8. A task was
to push aside a target object until a hidden line behind
the object is kept visible for a second. 13 volunteers
performed 30minutes training in each day for 5days.
Stress visualization is provided to groupl (7 persons)
and not to group2 (6 persons). A subject was told that
he/she tried performing a task with less maximum
stress value. 3minutes training and a test without stress
visualization was performed in each day.

Figure 8. Two environments of training trial.
Left side is a front view and right side is a side
view. To make a hidden line behind the object
visible is a task.

Fig.9 and 10 shows results of the experiment. The
result of training trial with object A showed that a
learning effect is higher than without displaying stress
distribution especially during first two days. The result
with object B showed that maximum stress went down
in both groups with an exception of the second day,
which has higher stress than in first day. This might be
why the place of stress concentration in the object B
was clear if stress was visible,
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Figure 10. Result of training with object B
6.3. Subjective evaluation by medical doctors

Three surgeons evaluated developed exclusion
simulator. The system configuration was described in
section 4. Obtained answer was 5 point scale (-2,-
1,0,+1,+2) with a questionnaire. Questions and average
scores were as follows.

1. The system provides haptic sensation of organ.
(avg. score: +1.3)

2. The system is useful for training of organ
exclusion. (avg. score: +1.7)

3. Stress visualization is beneficial (avg. score: +1.7)

Results of the questionnaire showed high evaluation of

the system in effectiveness for training by surgeons

with some room for improvement.

Comments for haptic sensation of organ manipulation:

- The organ gives three-dimensional existence and
stiffness is-similar with real liver

- Manipulation is not perfectly supported, because
organ can be touched only with fingertips.

Comments for effectiveness for training use:

- Exclusion of aorta and great vein is done in
digestive surgery in addition to liver. Palm is used
sometimes in liver exclusion.

- Considerably effective. Perfectly suit for OSCE
(Objective Structured Clinical Examination) of
medical student and training of residents
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7. Conclusion

This paper proposed an organ exclusion training
simulator with a basic study of multi-finger haptic
interaction. The results of experiments and subjective
evaluation by surgeons suggested that the system was
effective for exclusion training especially in early
training days. Results of other experiment showed
decrease of required refresh rate in muiti-finger haptic
interaction. Clinical trial with residents is a future work
of the training system. Further studies are needed for
analyzing multi-finger haptic interaction.
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Abstract

" The authors aim to make principles of expert’s

haptic interaction explicit on a Virtual Reality (VR)
based simulator. Our approach Is based on
visualization of significant components of the
- interaction with cowsideration on their importance
which acts as the foundation for manual skill.

Delicate force exertion, which is the basis for
various fine-motor skills, was chosen as an example.
Expert’s haptic interaction was
presented to novices. Two visualization technigues
were compaved as a training aid by overlaying
guidance on a simulator’s screen: 1) tracking force
© curve (traditional technique), and 2) tracking the
components of pre-defined “skill” (proposed
technique). The visual presentation adapts to the
components’ importance: maximum power, duration,
and force curve. The results support the possibility of
using the proposed visualization technique for
mediating principles of haptic interaction from experts
to novices through a VR system.

1. Introduction

Our work aims to make manipulation-level
principles of expert’s manipulation and components of
skill explicit in VR-based training. Today, training
simulators with haptic feedback are a major research
field, but relatively little is known about how to
enhance simulators’ efficiency for training. The
future’s training simulator should be capable of
visualizing what should be learmned, ie. what the
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expert’s “skill” consists of. This approach would add
value to simulator-based self-leaming by making
invisible aspects of interaction visible to the learner.

Training simulators are envisioned to become
complete learning environments. Shaffer et al. [1]
introduced the idea of a surgical simulation system that
enhances. the simulation beyond instruction that could
be given in the real world. Their vision covers artificial
intelligence based instruction for decision making,
such as guidance by ‘highlighting performance
problems and by pointing out the relevant cues that the
trainee should attend to,” developed for flight
simulators [2].

“Shaping” is a leaming strategy for decomposing
complex tasks, and it is one of the approaches desired
in simulator-based training, e.g. in surgery [3]. The
task is constructed little by little so that the difficulty
can be mastered gradually. In haptic VR systems, the
amount of information that can be measured from the
expert’s demonstration can be overwhelming. The
expert’s insight is required to clarify the importance of
each component of the interaction.

This study presents a concrete design that aims to
the above-mentioned visions. A visualization technique
which represents only the essential components of skill
of the expert’s demonstrations is proposed. The
technique is demonstrated in a force exertion
experiment with a medical expert’s pre-recorded
example motions. Force exertion is considered as a
general root level skill. The skill was defined to consist
of correct maximum force, duration, and complete
force curve as time-series. Following the “shaping”
learning strategy, the visualization was “built” little by
little to meet all the criteria of the skill.
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. 2. Related work

There are two research fields significant to this
study. VR training systems have been studied
extensively for the last decade. Psychophysics studies
provide the basis for our visualization technique.

2.1. Skill training systems

2.1.1. Traditional approeach. The traditional approach
to learn movements and motor skills is based on
observation and mimicking expert’s examples. This
approach has been incorporated into VR-based traming
environments. For example Just Follow Me (JFM) [4]
supports learning from expert’s recorded example
movements by displaying the examples as a “ghost”
that guides the user in a virtual environment. However,
this approach does not draw attention to any
components of skill, and it is capable of presenting the
example as a single state only. In practice, the first
trials with this approach require playback of the
example as it is and practice using slow-motion
playback. The learning process is based strongly on
“shaping”, but the insight of what the skill is composed
of has to come outside the system,

2.1.2. Haptic training systems. As one of the early
works, Yokokohji et al. [5] studied what data should be
recorded and how it should be presented to the learner
in order to transfer skills from human to human via a
computer -system. The initial results did not show any
significant advantages in haptic guidance. Since the
early studies, much research has been carried out.
Feygin et al. [6] reviewed latest developments of
haptic training systems. Most systems try to enhance
learning by some kind of restrictions to the novice’s
actions on the haptic modality. Haptic video [7]
presented a pro-active motor-skill training method but
the results on the learning effect were not fully
conclusive.

Hapti¢ guidance has not yet met a grand theory and
more sophisticated methods are continuously studied.

Our goals require discussion on definitions of what
should be learned from the simulator and a design for
presenting that information to the user. Haptic training
systems have proposed novel approaches for leamning
manual skills, but have not really addressed what the
skill actually is. All observable information about the
example motion is not always relevant to the success
of a task, which leaves room for visualization of skill
from the expert’s point of view.

The intention of this paper is to demonstrate the
visualization of skill as a method that draws attention
and abstracts the actual example to consist only of the
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relevant components of skill. Since only visual cues
are used, the proposed technique does not have any
restriction to pro-activity during interaction.

2.2. Psychophysies

Studies by Pang et al. [8] and Tan et al. [9] have
shown that Just Noticeable Difference (JND) of human
is about 7% of force (tested at 2.5-10N), i.e. the
perception of force through tactile feedback cannot be
expected to be more accurate than 7%.

Srinivasan and Chen [10] studied human’s force
control ability with the aid of visual feedback. Subjects
followed example time profiles: constant, ramp and
sinusoidal shape. Their target maximum forces ranged
0.5-1.5N. Mean average error during each moment of
time was about 0.046N10.007SD (standard deviation)
in a case of sinusoidal force profile with 0.5N
maximum power and duration about 7 sec. In
comparison to the results of Pang et al. [8], it was
found that the error was about 11-15%. Later, Chen
and Srinivasan [11] examined the similar interaction
further with soft objects with different levels of force:
2, 4 and 8N. When tracking visually displayed level of
constant target force, the subjects usually managed to
maintain the force level at about 2% error. When trying
to maintain ‘the same force level without visual
feedback, the error became 4-11%.

These results suggest that a graphical presentation
can be used as a training aid for force exertion. In our
study, expert’s recorded force exertion is presented to
subjects, who practice the task by mimicking the
visualized components of skill one by one in a way that
follows the “shaping” leaming strategy.

3. Visualization of skill

Visualization of skill is yet an unexplored area of
VR. In the real world it is not possible for a novice to
perceive the skill as it is, since the skill itself cannot be
presented, only the appearance of one of its instances
at a time. VR offers total freedom for any kind of
presentation, which is often undermined. .

Qur design for visualization of skill is based on
simplicity of the 2D visual cues and hiding the exact
appearance of the example interaction so that only the
essential components of the skill are presented to the
user. The possibility for this type of presentation exists
only in VR, Visualization serves four purposes:

s  Principlé of interaction is directly perceivable,
i.e. playback of the interaction itself may not be

needed.



e Accurate real-time feedback is achieved during
training.

e  Fully proactive training, i.e. the haptic modality
is not restricted in any way.

e  Also applicable to other phenomena than direct
haptic interaction, for example indirect effects
of actions on the target.

3.1. Problems with the traditional visualization

Normally time-series data is shown as a curve (as in
Fig. 1) to display maximal amount of details of the
phenomena presented. This technique is capable of
presenting the future states of an example, thus giving
the user information that aid planning ahead how
. skilful motion should be produced.

Feature

Time

Fig. 1. TRADITIONAL visualization of time-
series data as a curve.

By presenting all the details, the user’s attention is

drawn to every aspect of the example. Presentation of.

all the details may not be relevant to what the skill
actually is composed of The traditional curve
presentation does draw the attention to different levels
of significance of its components.

3.2. General design for visualization of skill

The abstract presentation for skill can be
constructed by using the simplest two-dimensional
graph presentation for the chosen components. This is
illustrated in Fig. 2. Assignment of the X and Y axes
determines what the skill is composed of This
presentation is flexible to be adjusted to various
components of skill. '

By presenting combinations of the components in
the order of importance during training, the “shaping”
learning strategy is supported. Practice of a complex
skill can be started with a simple one-dimensional and
later two-dimensional representations of one feature
(e.g. use of force). When the first feature has been
learned, another can be introduced (e.g. inflicted stress
on the target).
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Fig. 2. GENERAL. design for visualization of

skill with a few example and users
performance presented in 1 and 2 dimensions.
X and Y can be assigned to any feature of
interaction.

3.3. Design for force exertion skill

Force exertion was chosen to be a concrete example
to demonstrate skill visualization of a fundamental
interaction. If the proposed technique is beneficial in a
relatively simple task, more complex tasks can be
introduced to the user by adding more features to the
presented example. Fig. 3 presents the visualization for
each of the components and their combination
{compare to the general design in Fig. 2.).

Fig. 3. VISUALIZATION of force exertion that
consists only of maximum power (vertical)
and duration (horizontal). Biue: example, red:
user. '

By displaying only the maximum preferred power
of force exertion on the Y axis, the user’s attention is
drawn to exactly that component of skill. Duration is
also presented only as one dimension, the X axis.

The combined display (Fig. 3, right) is capable of
presenting two aspects accurately. maximum power
and duration as a box. Further information about the
exact features of the example is hidden from the user.

Force exertion is presented here as a demonstration,
yet, the same visual presentation could be applied to
any other phenomena in the interaction with objects.

167



For example, skill could be defined as an ability to
move an object from a place to another without
exceeding certain pressure threshold, to touch an object
at frequent distance interval, or to tear tissue without
inflicting too high stress on any part of the object.

4. Experiment

4.1. Expert’s example data

A cardiovascular surgeon from Kyoto University
Hospital performed palpation of the aorta on the MVL
simulator {12] (Xeon 3.2GHz dual CPU with 4GB
RAM) capable of real-time Finite Element Method
based computation of deformation and reaction force
for haptic feedback. His example performance using a
Sensable PHANToM ™ was recorded at 100Hz
sampling. Two excerpts were selected from the
recorded data. The chosen curves and their appearance
on the simulator are presented in Fig. 4.

E1 g2
ax. power: 1.25N Max. power: 1.18N

Duration: 1130ms - uration: 1930:1';5

Fig. 4. EXAMPLES E1 and E2 selected from
the expert’s recorded performance. Biue:
example force curve, red: user's curve (no
force).

4.2. Conditions

Two main conditions (training modes) were tested:
curve visualization (CC, as in Fig. 4) and the proposed
visualization technique, skill visualization (CS, Fig. 3).

Evaluation criteria for the force exertion skill were
correct maximum power {max.p), duration (dur) and
curve (cur) compared to the expert’s example. max.p
was evaluated as error percentage to the example’s
maximum power, dur as error percentage to the
example’s duration and cur as error percentage to the
example’s power at each moment sampled at 100Hz.

Following the “shaping” strategy, training phases
were defined as max.p, max.p+dur and cur for E1, and
dur, durtmax and cur for E2. The training mode
differed for the two: first phases so that for E1, CS
consisted of vertical bars indicating the maximum
powers in Phase 1 (Fig. 3, left), 2-dimensional bars in
Phase 2 (Fig. 3, right) and the curves in Phase 3 (Fig.

0-7695-2738-8/07 $25.00 © 2007 IEEE

4, left). The example was shown as a template into
which the user’s performance was drawn in real-time
{visual RT feedback). For E2, CS contained horizontal
bars displaying the durations in Phase 1 (Fig. 3,
middle), 2-dimensional bars in Phase 2 (Fig. 3, right)
and the curves in the last phase (Fig. 4, right). CC
showed the curves as they were. CS was expected to
draw attention to the selected components of the skill
before displaying the full curve and, thus, to provide
smaller errors at least in the first two phases.

On a screen of 1280x1024 pixels resolution 1 pixel
on the X axis equaled to 10ms. The Y axis minimal
perceivable difference for both El and E2 was
0.00625N/pixel. Thus, height of the curve was about
200 pixels on the y-axis for all the presentation modes.
The visual aid was aligned near the contact location
but not exactly on top of the manipulator.

Virtual mesh models (782 triangles) representing
elastic cubes were prepared with two stiffness
parameters: 1.0MPa and 0.1MPa Young modulus.
Poisson’s ratio was set to 0.4. The 1.0MPa model had
the same parameters as the aorta model that was used
during the expert’s recording. The stiffness difference
was to a) make the user to perform larger motions and
b) give clearer visual cues about the cube’s
deformation, which could produce different results.

Table 1 summarizes the conditions and the order of
tasks. 6 subjects were divided into Group A and B.
Group A started with Session 1 and continued to
Session 2 the next day. Group B started with Session 2.
Each task was performed in trial pairs: tracking the
example with RT feedback and repetition from
memory with knowledge of result presented for 2
seconds after the trial as two overlapping bars or
curves. There were 7 trial pairs in each training phase,
resulting in 42 trials per task, 336 per subject and 2016
in total. In each phase, the subjects were advised to
focus on the evaluated component(s) of skill. With CC
the subjects were told to focus on each component at
the time, even though the. curve was fully visible. CS
visualized only the evaluated components.

Table 1. CONDITIONS of the experiment.

Training Example task: | Stiff- Order of training

mode name, max.p | ness phases 1,2 and 3
{N), dur{ms) {MPa)

Session 1 -

cC E1, 1.25 1130 1.0 | max.p, max.p+dur, cur |

CC E2, 1.18, 1830 1.0 | dur, max.p+dur, cur

CC E1, 1.25, 1130 0.1 | max.p. max.p+dur, cur

CC E2,1.18. 1830 0.1 | dur, max.p+dur, cur

Session 2

C3 E1,1.25, 1130 1.0 | max.p, max.p+dur, cur

CS E2, 1.18, 1930 1.0 | dur. max.p+dur, cur

.CS E1, 1.25, 1130 0.1 | max.p, max.p+dur, cur

[0 E2.1.18. 1830 0.1 | dur, max.p+dur, cur
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5. Results and discussion

Mean averages from 168 recorded trials per training
mode in each phase were compared in order to see the
training effect differences between CS and CC.
ANOVA was performed with p<0.05 to each finding
discussed below. Fig. 5 summarizes the results.

Example 1 ~*"CC:RTY feedback ~®CC:From memory N=165for Example 2
—A-CS: RT feedback ~®-CS:From mermory each value

Max. power error % Duration error %

2 12z

18
- ~ -~ o
14 4 - iy 5 ~e - P
12 4 v P
10 1 Pid 61 —— g .
2 : -~ ’ 44 "
—-—-—K
4 4 24
24
[4 - ¢
. _Duration error % 5 _Max. power error %
70 \ =
N\
01 & \ 2
E AN
g AN 20 4
40 4 ~
=\ 15 4
30 4 N\
20 - = 10 4
10 4 5 4
[4 — o
Curve error % Curve error %
80 + 140 +
A L
70 4 \ 120 4 ~~
; AY [ 8 A
60 aQ 100 4 TR
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ARGY 80 1 ~a
~ ~
40 1 A\Y e
10 4 “\ 59 1 X
24 == 40 4
10 4 20 4 :
] 0
cc /\ /\ /\ ce //M\ //’NL\ /JA\
cs l l /\ cs I ’ /M\\
Phase 1: Phase 2:  Phase 3: Phase 1: Phase 2: Phase 3:
max. power max. power max. power duration duration duration

duration
curve

duration max. power max. power

curve

Fig. 5. RESULTS: mean averages of error %
for each component of skill in the force
exertion tasks grouped by the training phases
1-3. At the bottom: visual representations of
the examples. Trials were performed in 7 trial
pairs: with RT feedback, then from memory.

5.1. First example task: E1

El in Phase 1, where CS presented only max.p, CS
provided for clearly more accurate tracking of the
exaimple (mean average of error 5.22%, standard error
0.99) than CC (11.05%, 0.99). This resulted also in
better performance from memory: 12.14%, 1.77 (CS)

. 0-7695-2738-8/07 $25.00 © 2007 IEEE
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agamnst 18.11%, 1.77 (CC). With CC, when the
subjects saw the curves all the time but were told to
pay attention only to max.p, they tended to follow the
example curve anyway (duration error 17.28%, 4.69
with RT feedback and 22.61%, 3.76 from memory).
Dur and cur were not presented in CS, which helped
the subjects to focus on maxv.p, as expected. Errors
were smaller on the softer cube, which was suspected
to result from longer motions and better hand control.

In Phase 2, where dur was added to the evaluation
criteria, the training modes provided similar results in
max.p: 8.25%, 0.79 (CC) and 5.34%, 0.78 (CS) with
RT feedback, and 14.04%, 1.32 (CC) and 16.55%, 1.29
(CS) from memory. In terms of dur, CS provided
worse results (21.58%, 1.98 with RT feedback and
24.26%, 1.97 from memory) than CC (12.05%, 2.0 and
16.6%, 2.02). This was due to the fact that it was the
first time that duration was displayed in CS. Results
with CS in Phase 2 correspond to the results with CC
in Phase 1. :

In Phase 3, error percentages provided by CC were
smaller than with CS when RT feedback was present,
but statistically the same when performed from
memory. Max.p errors: 8.88%, 1.13 (CC) and 13.11%,
1.11 (CS) with RT feedback, and 14.49%, 1.73 (CC)
and 17.43%, 1.69 (CS) from memory. Dur errors:
7.32%, 1.19 (CC), 13.52%, 1.18 (CS) with RT
feedback, and 13.53%, 1.62 (CC) and 15.86%, 1.58
{CS) from memory. Cur errors: 28.12%, 1.67 (CC) and
34.51%, 1.65 (CS) with RT feedback, and 42.06%,
2.47 (CC) and 48.09%, 2.42 (CS) from memory.

5.2. Second example task: E2

E2 demonstrated similar results as E1. In Phase 1,
dur errors were statistically significant (6.02%, 0.55
with CC and 4.22%, 0.55 with CS) with RT feedback
but about the same when performed from memory
(11.5%, 1.3 with CC and 9.93%, 1.3 with CS).

In Phase 2, dur errors were the same with RT
feedback (5.7%, 0.57 with CC and 5.56%, 0.57 with
CS), but statistically different when performed from
memory (10.83%, 0.79 with CC and 8.0%, 0.79 with
C8). In max.p, instead, the difference was found from
the performances with RT feedback (6.69%, 0.55 with
CC and 3.75%, 0.55 with CS), but not from memory
(10.9%, 1.19 with CC and 12.97%, 1.19 with CS).

In Phase 3, only one significant difference was
found: CC provided for dur error 5.55%, 0.67 whereas
CS -only 8.31%, 0.67 with RT feedback. However,
performance from memory was about the same
(8.33%, 0.89 with CC and 9.24%, 0.89 with CS).
Errors in macp (RT: 9.69%, 0.82 with CC and
11.59%, 0.82 with CS; From memory: 13.5%, 1.15
with CC and 13.94%, 1.15 with CS) and cur (RT




feedback: 33.62%, 1.53 with CC and 37.38%, 1.53
with CS: From memory: 43.39%, 2.85 with CC and
51.19%, 2.85 with CS) were not significant. Cur errors
in B2 were clearly higher than in El due to more
complex shape of the curve, but still smaller in Phase 3
thanin 1 or 2.

5.3. Conclusions

When comparing the performances from memory
after the trial, training with CS demonstrated advan-
tages in comparison to CC: since CC made the subjects
follow the curve during training with RT feedback
despite the verbal instructions, the subjects could not
perform as well as with CS when evaluating the perfor-
mance in the first two phases. Restricted training with
CS did not hinder the performance in the last phase
which was evaluated by all the criteria. CS reached
CC’s results despite the fact that with CC the curves
were shown to and followed by the subjects in all
phases whereas with CS the full curves were shown
only in the last phase. With CS, the most essential
components of skill were mastered in Phases 1 and 2.

6. Summary

We presented the design for skill visualization for
VR training simulators and demonstrated its benefits in
a simple haptic sensation based task. The technique
was proven to have benefits in “shaping” style training
of delicate force exertion so that the user’s attention
can be drawn to specific aspects of skill without
hindering the overall outcome of the training later on.

Here, the example data consisted only of individual
excerpts. Our future goal is to include variation of
several experts’ examples recorded into a database,
which would give information about true limits of
“good” performance to trainees. More complex skills
have to be examined using various learning strategies.
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Development of video recording system for surgical procedure under
the concept of digital forensics.

Wada Norihito” Furukawa Toshiharu”? Morikawa Yasuhide® Kitajima Masaki"

Department of Surgery, School of Medicine, Keio University” Keio Law School® Department of Pediatric
Surgery, School of Medicine, Keio University”

Abstract: Recently, increase in the conflict related to medical practice leads to demands for retrospective inspection of the past
medical procedures. Medical practitioners are required to prepare the precise medical record in the legally reliable form in
order to demonstrate their own innocence. In the field of endoscopic surgery, all the endoscopic procedure should be
continuously recorded throughout the surgery because they require high levels of surgical technique and would be a cause of
legal action. Despite the recording with normal video tape is easily altered, technology in digital forensics serves as useful
tool against deception in any medical records, especially of surgical procedures. In this study, we established a recording
system for digital forensics, which is suitable for routine archive of endoscopic surgery. In this system, patient’s data, such
as blood pressure and SpO2, and time stump are simultaneously recorded. In order to confirm the quality of recorded
information, we used the movie of endoscopic mucosal resection (EMR) for early gastric cancer and laparoscopic surgery
for gastrointestinal diseases. For the laparoscopic surgery, MPEG2 (4M) specification is sufficient for retrospective analysis.
In the EMR, however, detailed mucosal patterns are carefully examined, non-compressed movie are necessary. Consensus
and guidelines related to the digital forensics in medical fields are needed to provide some solution for conflicts in medical

malpractices.

Keywords: Digital Forensics, Endoscopic surgery, Video recording
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