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A new method for evaluation of fracture healing by echo tracking
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Stress analysis of the external fixator pin clustor using a patient specific CT-CAD/FEM
~ ~Asymmetrical pin thread profile can reduce pin-bone interfuce stress concentration=
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Prediction of the strength of the proximal femur by a CT based finite element
method
M. Bessho % L. Ohnishi®, T. Matsumoto?, S. Ohashi®, K. Tobita®, K. Nakamura®
* The Department of Orthopaedic Surgery, The University of Tokyo, Tokyo, Japan

Abstract: Hip fractures are the most serious complication of osteoporosis and have been recognized as a major public
health problem. In elderly persons, hip fractures-occur as a result of increased fragility of the proximal femur due to
osteoporosis. It is essential to precisely quantify the strength of the proximal femur in order to estimate the fracture risk
and-plan preventive interventions. CT based finite element analysis could possibly achieve precise assessment of the
strength of the proximal femur. The purpose of this study was to create a simulation model that could accurately predict
the strength of the proximal femur using a CT based finite element method and to verify the accuracy of our model by
load testing using fresh frozen cadaver specimens. Eleven right femora were collected. The axial CT scans of the
proximal femora were obtained with a calibration phantom, from which the 3D finite element models were constructed.
Non-linear finite element analyses were performed. A quasi-static compression test of each femur was conducted.

Fracture loads of the prediction significantly correlated with those measured (r = 0.97).
Key words: Finite element method, Bone strength, Osteoporosis, Fracture load, Femur
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Clinical Application of a CT Based Nonlinear Finite Element Method
— Weight Bearing Control of Patients with Mal-united Fracture of the Femur—
Takuya Matsumoto, Isao Ohnishi, Masahiko Bessho, Satoru Ohashi, Kenji Tobita, Kozo Nakamura

" Department of Orthopaedic Surgery. University of Tokvo. Tokyo.

'Abstract l:.snmauon of bone strength still depends. on X- -ray findings. Thus, it is quite difficult to predict bone strength in patients
with large defect or deformity. Bessho et al. made the precise quantitative evaluation of bone strength of cadavere femora using a
CT based nonlinear finite clemem method. We applied this method clinically and assessed strength of mal-united femora in 2 patients.
thereby controlling the magnitude of weight bearing. Post operame management in these patients was successful \\nhmu any
ocurrence of re-fracture in the the follow up period.

Key words: Finite element method, Bone strength, Fracture. weight bearing
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In Vivo Assessment of Lumbar Vertebral Strength in

Elderly Women Using Computed Tomography-Based
Nonlinear Finite Element Model

Kazuhiro Imai, MD, PhD,*t Isao Ohnishi, MD, PhD,* Seizo Yamamoto, MD, PhD,t

and Kozo Nakamura, MD, PhD*

Study Design. In vivo study ofa computed tomogra-
phy (CT)- based nonlinéar fikite elément model {FEM). ’

Objective. To establish an: FEM wuth ‘the optimum ele-
ment size to assess the verteb stre 1gth by comparing
analyzed data with those obtained from”mechamcal test-
ing in vitro, and then to assess the second lumbar (L2)
vertebral strength in vivo.

Summary of Background Data. FEM has been re-
ported to predict vertebral strength in vitro, but has not
been used clinically.

Methods. Comparison among the 3 models with a
different element size of 1 mm, 2 mm, and 3 mm was
performed to deterrnine which model achieved the most
accurate prediction. Vertebral strength was assessed in
78.elderly Japanese. women. using. an FEM.with the. optl-
mum element size,

Results. The optimum element size was 2 mm. The L2
vertebral strength obtained with the FEM was 2154 = 685
N, and the model could detect preexisting vertebral frac-
ture better than measurement of bone mineral density.

. Conclusion. The FEM cotld assess vertebral strength
in vivo.

Key words: vertebral strength osteoporosns finite el-
ement model, elderly women, in vivo assessment. Spine
2008;33:27-32

Osteoporotic vertebral fractures have become a major
social problem because the elderly population continues
to increase. Verrebral fractures affect approximately
25% of postmenopausal women.! Measurement of the
bone mineral density (BMD) by quantitarive compured

tomography (QCT) and dual energy radiograph absorp- -

tiometry {IDXA) have been used to predict the risk of
vertebral fracture. However, the correlation between

vertebral bone strength and BMD measured by QCT is

reported ro be only 0.37 10 0.74,>" while the correlation
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Tokyo University, Bunkyo-ku, Tokyo, Japan; andtDepartment of Or-
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bashi-ku, Tokyo. Japan.
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achieved with DXA is reported ro be 0.51 to 0.80.°~°
Therefore, such methods only explain 37% to 80% of
vertebral strength. Bone strength primarily reflects the -
bone density and bone thry, which are influenced by
bone architecture, turnover, accumulation of damage,
and nmlerahzarmn.lo

It has been reported thar a CT-based nonlinear finite
element model (FEM) could predict vertebral strength
and fracrure sites accurately in vitro.!! To predict quan-
titative strength and fracture sites is essential for the clin-
ical application of an FEM because both parameters are
imporrant indicators of vertebral fracture risk. Predic-
tion by an FEM with a smaller element size using the data
from computed tomography (CT) scans with a thinner
slice thickness and a smaller pixel size is thought o be
more accurate. On the other hand, thinner CT slices lead
to more radiation exposure in the clinical situation. To
decrease radiation exposure as much as possible during
CT scanning, optimization of the element size of the
FEM was performed by assessing the accuracy of the
FEM simulation.

The purposes of this study were to establish a CT-
based nonlinear FEM with rhe optimum element size to
predict the vertebral fracture load by evaluating the ac-
curacy of our model from a comparison between predic-
tions and darta obtained by mechanical resting of human
cadaver specimens i vitro, and then to assess lumbar
vertebral strength in elderly women using rhe optimized
Cl-based nonlinear FEM. ‘

B Materials and Methods

Optimization of the Element Size of the FEM. This study
used CT data and mechanical testing data obtained previous-
Iv.!T Twelve thoracolumbar verrebrae (T11, T12, and L1) with
no skeletal pathology were collected within 24 hours of death
from 4 men (31, 33. 67, and 83 years old). The vertebrac were
disarriculated, and the discs were excised. Then the posterior
element of each vertebra was removed by curting through the
pedicles. The vertebrae were immersed in water and axial CT
scans with a slice thickness of [ mm and a pixel width of 0.351
mm were obrained using a Lemage SX/E (GE Yok okawa Med-
ical System. Tokvo, Japan) with a calibration phantom con-
taining hvdroxyapatite rods.

The 3-dimensional FEM was constructed from CT dara us-
ing Mechanical Finder software (Mitsubishi Space Sofrware
Co., Tokvo, Japan). Three models with a different element size
were created for each vertebra using 1 mm, 2 mm, or 3 mm
retrahedral elements. To the outer surface of the tetrahedral
elements, triangular plates were attached as to form a cortical

Copyright @1 Lippincott Williams & Wilkins. Unauthorized reproduction of this article is prohidited.
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Figure 1. Finite element models of
a whole vertebral body con-
structed with1 mm, 2 mm, or 3mm
tetrahedral elements. The cortical
shell was modeled by using trian-
-gular plates with a thickness of 0.4
mm. The model on the left consists
of 104,205 nodes with 585,784 tet-
rahedral elements and 15,800 tri-
angular piates constructed using
1-mm size elements. The middle
model consists of 12,938 nodes
with 70,022 tetrahedral elements
and 3586 triangular plates con-
structed using 2-mm elements.
The model on the right consists of
3476 nodes with 18,103 tetrahedral
elements and 1330 triangular
plates constructed using 3-mm
size elements.

shell (Figure 1). The thickness of this shell was set as 0.4 mm
based on the previous papers.'*"!*

To allow for bone heterageneity, the mechanical p1 operties
of each element were computed from the Hounsfield unit value.
Ash density of each voxel was determined from the linear re-
gression’ equation created by these values of the calibration
phantom. Ash density of each element was set as the average

- ash density of the voxels contained in one element. Young's
modulus and the yield stress of each retrahedral element were
calculated from the equations proposed by Keyvak er al'?

Young’s modulus of each triangular plate was set as 10 GPa

and Poisson’s ratio of each element was set as 0.4.

A uniaxial compressive load with a uniform distribution
was applied on the upper surface of the vertebra and all the
elements and all the nodes of the lower surface were completely
restrained. Each model was analvzed using Mechanical Finder
software as reported previously.!!

A nonlinear FEM by Newton-Raphson method was used.
To allow for the nonlinear phase, mechanical properties of the
elements were assumed to be bilinear elastoplastic, and the
isotropic hardening modulus was set as 0.05. Each element was
assumed to yield when its Drucker-Prager equivalent stress
reached the element vield stress. In the postyield phase. failure
was defined as occurring when the minimum principal strain of
an element was less than — 10,000 microstrain.

The predicted fracture load was defined as the load that
caused at least one elemenr failure, while the measured fracture
load was defined as the ultimate load that was achieved by
mechanical testing. Pearson’s correlation analysis was used to
evaluate correlations between the fracture load predicted by
FEM simulation and the measured fracture load. T'o oprimize
the element size of the FEM, the accuracy of prediction of the
fracture load was compared among the 3 models with different
element sizes. To assess the relationship between the models
with a diferent element size, linear regression analyses were
performed.

In addition. we also created models using 1.4 mm and 4.3
mm elements as well as | mm, 2 mm, and 3 mm elements to
investigate the model convergence. For each of the models,
toral strain energy was calculared at a load of 1000 N, under
which all specimens were in the elastic phase. Dara on the total
strain energy were compared among the I mm (average
403,033 tetrahedral elements), 1.4 mm {average 143,367 ter-
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rahedral elements), 2 mm (average 47,687 tetrahedral ele-
ments), 3 mm (average 11,903 terrahedral elements), and 4.5
mm {average 2719 tetrahedral elements) models.

I Vivo Assessment of Lumbar Vertebral Strength. The
subjects were ambulatory postmenopausal Japanese women
aged 60 to 83 vears. Excluded from participation were women
with disorders of bone and mineral merabolism other than
postmenopausal osteoporosis, those who had any recent or
current treatment with the potential to alter bone turnover or
bone metabolism, and those with a history of second lumbar
vertebral (1.2) fracture. The study protocol was approved by
our ethics committee and each participant provided written
informed consent. A total of 78 ehglble participants were en-
rolled in this study. '

In all the participants, the BMD (g/cm?) of the lumbar spine
(L2-L4) was measured by DXA (DPX; Lunar, Madison, WI) in
the supine position and axial CT scans of L2 were obtained
with a slice thickness of 2 mm .and pixel width of 0.35 mm
using Light Speed QX/i (GE Yokokawa Medical System, To-
kvo, Japan) with a calibration phantom containing hydroxy-
apatite rods. The 3-dimensional FEM was constructed from the
CT data using Mechanical Finder with 2 mm tetrahedral ele-
ments and 2 mm wriangular plates, and the fracture load was
analvzed using this software as described above.

Results are expressed as the mean * standard deviation
{SD). Statistical. analysis was performed with the Mann-
Whitney U test and the Kruskal-Wallis test. Differences were
considered significant at P < 0.05.

B Results

Optimization of the FEM Element Size
There was a strong linear correlation between the frac-
ture Joad predicted by the FEM with I mm retrahedral
elements and the measured loads (r = 0.938, P <
0.0001), and the qlopc of the regression line was (.934
(Figure 2A). With 2 mum elements, the correlation was
even stronger {r = 0.978, P < (.0001), and the slope of
the regression line was 0.881 (Figure 2B). With 3 min
elements, the correlation was slightly weaker (r = 0).866,
P < 0.0001), and the slope of the regression line was

is prohibited.
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Figure 2. The measured fracture load versus the fracture load pre-
dicted by the finite element model {FEM). A, FEM with-1 mm tetrahe-
dral elements. B, FEM with-2 mm tetrahedral elements. €, FEM with
3-mm tetrahedral elements. Strong correlfations {r > 0.30) were ob-
tained with elements of 1 mm and 2 min in size, while a moderate
correlation (r = 0.866) was abtained with 3-mm elements.
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0.937 (Figure 2C). There was a strong linear correlation
between the fracture load predicted by the 1 mm element
model and that by the 2 mm (r = 0.959, P < 0.0001),
and the slope of the regression line was 0.868. With the 1
mm and 3 mm models, the correlation was slightly
weaker (r = 0.912, P < 0.0001), and the slope of the
régression line was 0'839. With the 2 mm and 3 mm
models, the correlation was much weaker (r = 0.878,
P < 0.0001), and the slope of the regression line was
0.730. ' }

In the convergence study, total strain energy.de-
creased by 9.1% (4.0%-22.9%), with an increase of the
element size from 1 mm to 1.4 mm. With an increase
from 1.4 mm to 2 mum, it decreased by 10.0% (6.5%~
17.3%), and decreased by 9.5% (2.9%-13.2%) from 2
mm to 3 mm. With an increase from 3 mm to 4.5 mm,
rotal strain energy increased in some vertebrae although

(it decreased by an average of 38.6%.

In Vivo Assessment of Lumbar Vertebral Strength

The 78 women enrolled in the study had a mean age of
74.4 + 5.6 years, a mean height of 148.4 £ 6.0 cm, and
a mean weight of 50.3 * 7.7 kg. The measured BMD of
the lumbar spine was 0.808 *+ 0.181 g/cm? and the strength
of L2 predicted by the model was 2154 = 685 N.

The subjects were classified into S-year age groups, as
summarized in Table 1. Height and vertebral strength
showed a significanr decrease in the older age groups, but
weight and BMD did nor change significantly (Kruskal-
Wallis test, P < 0.05).

Next, the subjects were classified on the basis of prior
vertebral fracture. Among the 78 women, 42 did not
have any vertebral fractures (nonfracture group) and 36
subjects already had vertebral fractures (fracture group).
Thus, vertebral fractures were present in 46.1% of the
total study population. The characteristics of the 2
groups are summarized in Table 2. The nonfracture

* group was significantly younger than the fracrure group
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{(Mann-Whimey U test, P < 0.001). Height (P < 0.05)
and weight {P < 0.003) were significantly greater in the
nonfracrure group than in the fracture group.

The average spinal BMD of the nonfracrure group
was (1.849 = 0.146 g/cm?, which was greater than thar of
the fracture group ar 0.759 = 0.207 g/iem? (P < 0.05)
(Figure 3). The predicred vertebral strength of L2 was
2489 = 580 N in the nonfracture group, which was
greater than in rhe fracture group ar 1764 £ 388 N (P <
0.0001) (Figure 3). 'The L2 strength ro weighr ratio was

“4.80 = 1.20 in the nonfracrure group, and this was sig-

nificantly grearer than in the fracture group ar 3.77 =
1.36 (P < 0.005) (Figure 4).

m Discussion

Assessing vertebral strength by using the FENM has been
difficulr because of the complex geomerry, elastoplastic-
ity, and thin cortical shell of the verrebra. The verrebrae
have an elaborate archirecture and geomerry with curved
surfaces, which cannor be modeled properly by using
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Table 1. Summary of the Subjects’ Height, Weight, BMD, and Analyzed Vertebral Strength {Mean = SD)

Age (yr} N Height {cm) Weight (kg) BMD (g/cm?) Vertebral Strength (N}
60-64 6 1535 = 45 540 = 6.1 0.850 ~ 0.180 2592 + 497
65-69 10 152378 509 + 8.2 0.848 = 0.112 2665 * 528
70-74 pj] 148.1 =50 513x74 0.744 = 0.169 2050 = 752
75-79 26 1478 £ 6.2 485 x87 0.800 = 0.200 2069 = 706
80-85 15 1451 = 38 503 = 6.3 0.867 = 0.191 1933 = 512

8-noded hexahedral elements. Previous mechanical tests

~ have shown thar there is a difference between the tensile

and compressive strength of bone,'®~!® with compres-

sive strength showing nonlinear behavior. Therefore, a
nonlinear FEM should be used to predict the clinical
fracture load. The cortical shell of each vertebra is esti-
mated to have a thickness of approximarely 0.4 mimn.'**
In comparison, the resolurion of clinically available CT
scamners is fairly low, with a pixel spacing of larger than
0.25 mun. This means that the currenty available CT
data do not allow the thin cortical shell to be precisely
modeled. The corrical thickness tends to be overesti-
marted and its density is underestimated.'®? Therefore,
it is necessary ro construct a thinner modef cortical shell
from non-CT data. Shell elements of rriangular plates
with a uniform thickness of 0.4 mm were used ro con-
struct a cortical shell.

The characteristics of the present FEM in this study
were as follows: adoption of the tetrahedral elements to
model the surface curvature of the entire verrebra, urili-
zation of nonlinear analysis ro match the elastoplasticity
of the vertebra during compression, and construction of
a vortical shell as rthe surface of the model. It has been
reported that the thin cortex of a vertebra contribures
12%-75% toits overall strength and the contribution of
the cortex is estimated to be significantly larger in osteo-
porotic individuals.?'*? Thus, the importance of the
strength of the cortical shell should be taken into consid-
eration when predicring the fracture load for osteoporo-
sis panents.

The limitation of our model is that the cortical shell
was treated as a homogenous material because the pixels
of CT scans were too large to model the thin cortex. In
addition, with the limited resolution of currencly avail-
able CT scanners, the microarchirecture of the bone can-
not be precisely assessed. Micro-CT and synchrorron mi-
cro-CT can visualize bone microstrucrure.> Therefore,

Can FEM based on micro-CT dara may show more accu-

rate simulation because it would be possible to madel a
corrical shell with heterogeneous properties and also
assess the microarchirecture. However, obraining mi-

Table 2. Background of the Subjects in No Fracture
Group and Fracture Group

Group N Age lyr) Height (cin} Weight (kg)
No fracture group 42 723-57 1439 = 5.7 526 =74
Fracture group 36 768 = 46 1466 = 6.0 478 =13

cro-CT scans of a whole vertebra in vivo would be im-
possible with the currently available scanners. Also, use
of thinner CT slices to obrain images leads to more radi-
ation exposure. To decrease radiation exposure for
clinical use, somewhat thicker slices would be more
appropriate.

We assessed 3 models each with a different element
size of 1 mm, 2 mm, and 3 mm. With an element size of
1 mm and 2 mm, the correlation between the fracrure
load predicred by the FEM and that measured experi-
mentally was very strong (r > 0.90). With an elementsize
of 3 mm, the correlation was slightly weaker (r < 0.90).
Although all of 3 FEM were generated using CT dara
obtained with a | mm slice thickness, these results sug-
gested thar the elements with a size of 1 mm or 2 mm
could be used to accurately predict the fracture load.
There was a stronger correlation ¢r = 0.978) with 2 mm
retrahedral elements than with either 1 mm or 3 mm
elements. The correlation of the fracture load berween
the prediction and the experiment was better than thatin
the previous FEM studies (r = 0.89-0.95).7*=*" The
slope of the regression line obtained with 2 mm tetrahe-
dral elements was 0.881, which was also better than thar
in the previous FEM studies (0.569-0.86).*~*" The
previous FEM studies had failed to model the surface
curvarure of the vertebra, march the elastoplasticity of
the vertebra, or model a corrical shell. These results
indicared that our FEM predicted compressive verte-
bral strength more accurarely. '

The correlation berween the fracture load with 1 mm
and 2 mm elements (r = 0.959) was stronger than borh
of the correlations between 1 mum and 3mm (r = 0.912),
and berween 2 mm and 3 mm (r = 0.878). The slope of
the regression line relating 1 mm and 2 mm (0.868) was
also berrer than thar relaring 1 mm and 3 mm (0.83Y9),
and-that relaring 2 mm and 3 mun (0.730). These resulrs
indicared thar the prediction by the FEM with the 1 nun
and 2 nun elements achieved more accurate result than
the 3 mm elements.

The results obrained by the convergence study with
the | mm, 1.4 mm, 2 mm, 3 mm, and 4.5 mm models
suggested the model with 1 mm elements was the most
accurate among the 5 models. However, the 2 num model
was thoughr to achieve sufficienty accurare predicrion
compared with the 1 mm model. In the previous FEM
study using the models with 8-noded hexahedral ele-
ments, stiffness of the model with 3 X 3 X 3 mm” ele-
ments was on average only 4% greater than thar with
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]
3.0 F fI1No Fracture Group (n=42)
] . 2< - @ Fracture Group (n=36)
Figure 3. Bone mineral density of
the lumbar spine {L2-L4) and pre-
dicted vertebral strength of the 2.0
L2 vertebra in the nonfracture
group (n = 42) and in the frac- 15}
ture group (n = 36). The error
bars represent one standard de-
viation from the mean. Bone min- 1.0
eral density of the nonfracture / /
group was greater than that of s L .
the fracture group. The differ- 0. :
ence was significant (P < 0.05). /%%
Predicted vertebral strength in 0.0 ! A

the. nonfracture group was also
significantly (P < 0.0001) greater
than that of the fracture group.

1 X 1 %X 1.5 mm? elements, and there was a high corre-
lation berween the stiffness and the experimenrally mea-
sured ultimare strength values in both 3 X 3'X 3 mm?
element model (r* = 0.94)and | X 1 X 1.5 mm? element
model (r* = 0.92).2%

Based on these i witro data, an in vivo study was
performed using CT scans with a 2-mm slice thickness

Bone Mineral Density
(g/cm?)

and a nonlinear FEM with an element size of 2 mm.

There have been few reports about predicting vertebral
strength i1 vivo, although some authors have assessed
vertebral strength in vitro by mechanical testing. In the
elderly, McBroom et al reported that-among 10 speci-
mens from subjects with an average age of 78 years, the
average failure load for the L1 vertebral body was
3160 = 424 N and it was 3385 + 485 N for L.3.% Eck-
stein et al reported thar the average failure load for L3
was 3016 = 149 N when they tested 102 specimens from
the subjects with an average age of 80.6 years.>® These 2
reports included both men and women. In the present
study, however, all of the subjects were Japanese women.
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This might be one of the reasons why our predicted ver-
tebral strength was smaller than that reported elsewhere.

The limitation in our study was thar the prediction
was made under a uniaxial compressive loading condi-
tion. In an in vivo situation, the loading and boundary
conditions are completely differenr. However, one of the
advantages of FEM simulation is thar it allows us to set
an arbitrary load magnirude or direction to simulace

" loading in various activities of daily living. If predicted

strength by FEM was proved to be accurate in a uniaxial
compressive loading condition, we could assume that we
might be able to apply this method to predicr accurately
the strengrh under various other loading and boundary
conditions. Nevertheless, the accuracy of our method in
predicting strength under different loading and bound-
ary conditions should be validated by conducting an-
other mechanical testing and it would be one of our as-
signments in the future study.

In this study, the verrebral strength predicted by FEM
could derecr preexisting vertebral fracrures better than

Figure 4. The ratio of L2 verte-
bral strength to weight in the
nonfracture group (n = 42} and
in the fracture group (n = 36).

NoFracture Group
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Fracture Group
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The difference was also signifi-
cant (P < 0.005). .
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BMD. CT-based FEM assesses bone geometry and het-
erogeneous bone mass distribution as well as the BMD. It
is hoped that CT-based FEM will become useful for es-
rimating the risk of vertebral fracture in osteoporotic
individuals.

B Key Poims

o Inn vivo assessment of lumbar vertebral strength
in elderly. ]apanese women was performed using a
CT-based rionlinear finite element model that was
established anid initially evaliated in vifro. o
e The average L2 vertebral strength of the 78 sub-
jects was 2154 * 685 N according to this model.
o The present FEM could detect preexisting verte-
bral fracture more accurately than measurement of
the bone mineral density.
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Prediction of strength and fracture location of the proximal femur by a CT- based nonlinear finite element methed - Effect of load direction on
hip fracture load and fracture site -
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Introduction: The occurrence rate of hip fractures due to osteoporosis is rapid-
ly increasing, representing one of the most serious and urgent social problems. We
focused on a computed tomography-based finite element method (CT/FEM) to
quantity structural strength, thereby developing a nonlinear CT/FEM to achieve
accurate assessment of strength of the proximal femur [1]. The aim of this study
was to investigate the effect of load direction on fracture risk of the proximal femur.
For this purpose, we evaluared changes in magnitude of strength for the proximal
femur with changes in load direction by analyzing the contralateral femur in
patients with hip fracture using the nonlinear CT/FEM. We also verified changes
in fracture risk by site. From these analyses, we identified load and boundary con-
ditions that could increase risk of hip fracture and clarified that this could possnblv
cause the fracture types commonly seen in clinical situations.

Materials and Methods: Twenty eight femora in female patients with contra-
lateral hip fracture (age: 80 - 91, average: 85.2)(femoral neck fracture: 13 patients,
‘trochanteric fracture: 15 patients). The study protocol was approved by our erhics
committee and the patienits were enrolled after informed consent was given.
Within 7 days after admission, axial CT images of the proximal femur were
obrained (slice thickness: 3 mm,'Aquilion Super 4, Toshiba Medical Systems Co.,
Tokyo, Japan) as well as scans of a calibration phantom. The CT data were trans-
ferred to 3 workstation and 3D finite element models were constructed from the
CT data using Mechanical Finder (Research Center of Computational Mechanics
Inc., Tokyo, Japan). Trabecular bone and the inner portion of cortical bone were
modeled using 3 mm linear tetrahedral elements, while the outer cortex was mod-
eled using 3 mm triangular plates (0.4 mm thick)[1]. On average, there were
75,212 tetrahedral elements and 4,103 triangular plates.

Force was applied to the fernoral head at an angle ¥ to the shaft in the frontal
plane and at an angle 8 to the neck axis in the transverse plane (Fig. 1). For stance
configuration (SC), Yy and 8 were set at 160° and 0°, For fall configuration (FC), ¥
and 8 were set at 120° and 0° (FC1), 60° and 0° (FC2), 60° and 15° (FC3) or 60°
and 45° (FC4), respectively [4, 5].

Materially nonlinear tinite element analysis was performed by the Newton-
Raphson method. Fracture was defined as occurring when at least one shell ele-
ment failed. Fracture loads were predicted and sites at fracture risk were identified
f1]. :

Correlations between predicted fracture load and load direction were investi-
gated. Predicted fracture type was compared with contralateral acrual fracture type.

Pearson's correlation analysis, Friedman test, Schetfe’s post hoc test and Fisher's
exact test were used for statistical analyses and the results were considered signifi-
cant when p values were less than 0.05.

Results: The average predicted fracture loads for SC was 3080 N (standard
deviation (SD): 551 N), 2210 N (SD: 606 N) for FC1, 1047 N (SD: 236 N) for
FC2,970 N (SD: 199 N) for FC3 and 700 N (SD: 167 N) for FC4, respectively.

The predicted fracture loads tor SC were significantly higher than those forall .

tall configurations except for FC1 (p < 0.001).

In comparisons of predicted fracrure loads for all fall configurations, loads were
significantly higher for FC1 than for FC2, FC3 or FC4 (p-0.02, p<0.001, p<0.001,
respectively).

The predicted fracture loads for FC2 were significantly higher than those for
FC4-(p < 0.001). The predicted tracture loads for FC3 were significantly higher
than those for FC4 (p < 0.01).The correlations of the predicted fracture loads for
all configurations were shown on Table 1.

The predicred fracture sites located at sub- capiral region in all patients for SC.
The predicted sites located at trochanteric region in all patients for all fall loading
configurations except for FC1. For FCI, the predicted sires located at sub-capiral
region in12 patients, but in 15 patients, they located at trochanteric region. For 20

i

_patients, contralateral actual fracture type corresponded to predicted fracture type.

Predicted fracture type corraponded significantly to contralateral actual fracture
type (p<0.01).

Discussion: As § increases, the fall tends to be directed more posteriorly. Fal]s
in a posterolateral direction were thus indicated to increase fracture risk more than
falls to the side. Each of the predicted fracture loads from various loading condi-
tions displayed poor correlation with each other, even though most correlations
were significant. Strength of the proximal femur should thus be evaluated under
multiple loading conditions. Intertrochanteric fractures were predicted to occur
under all fall loading condirions except FC1. Hirsch er al. reported thar compres-
sive force along the long axis of the femoral neck is necessary for femoral neck frac-
tures to occur {6]. Mean neck-shaft angle of the femir is known ro be 120°-130°,
so FC1 was considered as the condition that could cause neck fractures. If we
assume that no morphological differences exist between right and left femora in
each parient [7], in all fall loading condirions except FC1, the loading condition
would possibly be the only decisive factor for fracture type, irrespective of the mor-
phological characteristics of each patient. Conversely, in FC1, fracture type might
differ depending on morphological characteristics of each patient. Keyak et al.
reported relationships berween loading direction and magnitude of predicted frac-
ture load [4). However, they reported results from only 4 patients and statistical
analyses were not conducted. In addition, they lacked information on predicted
fracture sites. The present study could contribute to providing us with useful infor-
mation for the establishment of etfective measures to prevent hip tractures.

References: [1] Bessho et al. ] Biomech 40: 1745-53, 2007 [2] Keyak et al,, |
Biomed Mater Res 28: 1329-36, 1994 [3] Keller er al., } Biomech 27: 1159-68,
1994 [4] Keyak er al,, ] Orthop Res 19: 539-44, 2001 [5] Fujii et al., Nippon
Seikeigeka Gakkai Zasshi 61: 531-41,1987 [6] Hirsch eral., ] Bone Joint Surg Br
42: 633-40,1960 [7] Boston et al., Injury 14: 207-10, 1982

Table 1. Correlations (r) of the predicted fracture loads for each loading configura-
tions.
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Prediction of strength and fracture location of the proximal femur by a CT-based nonlinear finite element method - Effect ofload direction on
: hip fracture load and fracture site -

Masahiko Bessho, Isao Ohnishi, Takuya Matsumoto, Satoru Ohashi, Kenji Tobita, Juntaro Matsuyama, Kozo Nakamura
Orthopaedic Surgery, University of Tokyo, Tokyo, Japan
ohnishii-dis@h.u-tokyo.ac.jp

Introduction: The occurrence rate of hip fractures due to osteoporosis is rapid-
ly increasing, representing one of the most serious and urgent social problems. We
focused on a computed tomography-based finite element method (CT/FEM) to
quantify structural strength, thereby developing a nonlinear CT/FEM to achieve
accurate assessment of strength of the proximal femur [1]. The aim of this study
was to investigate the effect of load direction on fracture risk of the proximal femur.
For this purpose, we evaluated changes in magnitude of stréngth for the proximal
femur with changes in load direction by analyzing the contralateral femur in
patients with hip fracture using the nonlinear CT/FEM. We also verified changes
in fracture risk by site. From these analyses, we identified load and boundary con-
diions that could increase risk of hip fracture and clarified that this could possibly
cause the fracrure.types commonly seen in clinical sitvations.

Materials and Methods: Twenty eight femora in termale patients with contra-
lateral hip fracture (age: 80 - 91, average: 85.2)(femoral neck fracture: 13 patients,
trochanteric fracture: 15 patients). The study protocol was approved by our ethics
committee and the patients were enrolled after informed consent was given.
Within 7 days after admission, axial CT images of the proximal femur were
obtained (slice thickness: 3 mm, Aquilion Super 4, Toshiba Medigal Systems Co.,
Tokyo, Japan) as well as scans of a calibration phantom. The CT data were trans-
terred to a workstation and 3D finite element models were constructed from the
CT data using Mechanical Finder (Research Center of Computational Mechanics
Inc., Tokyo, Japan). Trabecular bone and the inner portion of cortical bone were
modeled using 3 mm linear tetrahedral elements, while the outer cortex was mod-
eled using 3 mm triangular plates (0.4 mm thick){1]. On average, there were
75,212 tetrahedral elements and 4,103 triangular plates.

Force was applied to the femoral head at an angle Y to the shaft in the frontal
plane and at an angle 8 to the neck axis in the transverse plane (Fig. 1). For stance

" configuration (SC), Yand § were set ar 160° and 0°. For fall contiguration (FC), Y
and & were set ar 120° and 0° (FC1), 60° and 0° (FC2), 60° and 15° (FC3) or 60°
and 45° (FC4), respectively [4, S].

Materially nonlinear tinite element analysis was performed by the Newton-
Raphson method. Fracture was defined as occurring when ar least one shell ele-
ment failed. Fracture loads were predicted and sites at fracture risk were identitied
f1l.

Correlations between predicted fracture load and load direction were investi-
gated. Predicred fracture type was compared with contralateral actual fracture type.

Pearson’s correlation analysis, Friedman test, Scheffe’s post hoc test and Fisher's
exact test were used for statistical analyses and the results were considered signifi-
cant when p values were less than 0.05. '

Results: The average predicted fracture loads for SC was 3080 N (standard
deviation (SD): 551 N), 2210 N (SD: 606 N) for FC1, 1047 N (SD: 236 N) for
FC2, 970 N (SD: 199 N) for FC3 and 700 N (SD: 167 N) for FC4, respectively.

The predicted fracture loads for SC were significantly higher than those for all
fall contigurations except for FC1 (p < 0.001).

In comparisons of predicted fracture loads for all fall configurations, loads were
significantly higher for FC1 than for FC2, FC3 or FC4 (p=0.02, p<0.001, p<0.001,
respectively). :

The predicted fracture loads for FC2 were signiticantly higher than those tor
FC4 (p < 0.001). The predicted fracture loads for FC3 were signiticantly higher
than those for FC4 (p < 0.01).The correlations of the predicted fracture loads for
‘all contigurations were shown on Table 1.

The predicted fracrure sites located ar sub-capital region in all parients for SC.
The predicred sites located at trochanteric region in all parients for all fall loading
configurations except for FC1. For FC1, the predicted sites located ar sub-capiral
region in13 patients, but in 15 patients, they locared ar trochanteric region. For 20

patients, contralateral actual fracture type corresponded to predicted fracture type.
Predicted fracture type corresponded significantly to contralateral actual fracture
type (p<0.01).

Discussion: As § increases, the fall tends to be directed more posteriorly. Falls
in a posterolateral direction were thus indicated to increase tracture risk more than
falls to the side. Each of the predicted fracture loads from various lozding condi-
tions displayed poor correlation with each other, even though most correlations
were significant. Strength of the proximal femur should thus be evaluared under
multiple loading conditions. Intertrochanteric fractures were predicted to occur
under all fall loading conditions excepr FC1. Hirsch et al. reported that compres-
sive force along the long axis of the temoral neck is necessary for femoral neck frac-
tures to occur [6]. Mean neck-shaft angle of the femur is known to be 120°-130°,
so FC1 was considered as the condition that could cause neck fractures. If we
assurne that no morphological differences exist between right and left femora in
each patient {7], in all fall loading conditions except FC1, the loading condirion
would possibly be the only decisive factor for fracture type, irrespective of the mor-
phological characteristics of each patient. Conversely, in FC1, fracture type might
differ depending on morphological characteristics of each patient. Keyak et al.
reported relationships berween loading direction and magnitude of predicted frac-
ture load [4]. However, they reported results from only 4 patients and statistical
analyses were not conducted. In addition, they lacked information on predicted
fracture sites. The present study could contribute to providing us with useful infor-
mation for the establishment of effective measures to prevent hip fracrures.

References: [1] Bessho et al. ] Biomech 40: 1745-52, 2007 [2] Keyak et al,, ]
Biomed Mater Res 28: 1329-36, 1994 [3] Keller er al., ] Biomech 27: 1159-68,
1994 [4] Keyak et al, ] Orchop Res 19: 539-44, 2001 [S] Fujii et al., Nippon
Seikeigeka Gakkai Zasshi 61: 531-41, 1987 [6] Hirsch et al., ] Bone Joint Surg Br
42: 633-40, 1960 [7] Boston et al., Injury 14: 207-10, 1982

Table 1. Correlations (r) of the predicted fracture loads for each loading contigura-
tions.
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AN ASYMMETRICAL THREAD PROFILE EXTERNAL FIXATION PIN HAS HIGHER PULLOUT STRENGTH THAN A SYM-
METRICAL THREAD PIN

Satpru Ohashi, Isao Ohnishi, Juntaro Matsuyama, Masahiko Bessho, Takuya Matsumoto, Kozo Nakamura
Department of Orthopaedic Surgery, Faculty of Medicine, University of Tokyo, Tolgyo, Japan
soohashi-tky@umin.ac.jp

Introduction: One of the common complications in external fixation is pin
locsening, which is suggested to be caused by stress concentration at the pin-bone
interface [1, 4]. It could be minimized by utilizing improved thread profile design
of the pins [4]. There have been several studies investigating the relationship
between pin thread profile and pin pullour strength or pin-bone interface stress by
conducting mechanical testing {2, 5] or by finite element (FE) method [3]. The
thread configurations, however, in those studies were all symmetrical and no study
has investigated mechanics of asymmetrical thread pins. We hypothesized mechan-

ical performance of asymmetrical thread profile pins could be different from that

of symmerrical pins. The purpose of this study was to investigate the mechanical
performance of the asymmetrical pins by conducting pullout testing. Concurrently,
three-dimensional FE models for the simulation of the pullout testing were creat-
ed, thereby investigating the energy and stress distributions at the pin-bone inter-
face using FE analysis.

Materials and Methods: Based on ISO 9268: 1988, we manufactured three
different thread profile screw pins with an outer diameter of 6mm, an inner diam-
eter of 4.8mm and a pitch of 1.8mm made of 6 Aluminum 4 Vanadium Tiranium
alloy. One had symmetrical thread and the other two were asymmeirically thread-
ed. For the mechanical testing, émm thick epoxy-sheets (E-glass-filled Epoxy
Sheet, 3001-04, Sawbones®, Pacific Research Laboratories, Inc., Vashon, WA)
were used as cortical bone models. Pre-drilling the model using a 4.5 mm diame-
ter drill bit was preceded before the pins were inserted with self-tapping rechnique.
6 pins were tested for each thread type. Pullout testing was conducted using 2 metal
stopper with a 14 mm diameter round hole to restrain upward displacement of the
bone model. Pins were pulled up with a mechanical testing machine (Servopulser
EHF-LBSKN-10L, Shimazu, Kyoto, Japan) at a cross head speed of 0.03 mm/sec,
based on the ASTM, F543-02 guidelines. The load was measured by a load cell
(SCL-5KN, Shimazu, Kyoto, Japan) with a range of 7.5 kN. The pullout strength
was defined as the ultimate strengrh achieved and described as 2 mean and a stan-
dard deviation (SD). The results of the mechanical tests were statistically analyzed

- by the analysis of variance. The difterences were considered significant when p-val-
ues were less than 0.05.

Pullour testing simulation was performed using a2 FE method for the asym-
metrical thread pins under a condition identical o the mechanical testing. Three-
dimensional surface data in a computer assisted designing format for the screw pins
and the cortical bone model were pur into the mesh generation software (ANSYS
ICEM CFD §.1, Ansys Inc. Canonsburg, PA). FE mesh models of the pins and
the bone model were created using tetrahedral elements with a variable side length
of' 0.5 to 1.0 min by the oct-tree algorithm method. The average numbers of nodes
and elements were 23,000 and 120,000, respectively. These meshes were imported
into 2 finite element analysis software (Mechanical Finder software, RCCM,
Tokyo, Japan). Young's moduli of the screws and the bone model were assumed to
be isotropic, and assigned as that of 6 Aluminum 4 Vanadium Tiranium (109.4
GPa) for the pins and that of the epoxy-sheet (12.4 GPa) used in the mechanical
testing. Poisson's ratio was set as 0.28 for the pins and 0.4 for the bone model. A
simulated uniaxial pullout load was applied as the end of the pin along its long axis.
In order to simulate the conract interfacial characteristics berween the screw pin
and the bone model, node-on-node gap elements were created on the interface
nodes. Virrual length of the gap elements was ser as 0.1mm. Young’s modulus of
the gap element was set as the mean modulus of the pin and thar of the bone
‘model. The friction coefficient was set as 0.3. Linear analysis was performed with
a pullour load of 4000 N. The average computing time was about 10 h. In posr pro-
cessing analysis, the pin-bone interface strain energy and stress concentration were
assessed by analyzing the maxinwm strain energy density and the maximum equiv-

alent stress (von Mises stress). The maximum strain energy density and the maxi-
mum equivalent stress were defined as the maximum values of the strain energy
density and the equivalent stress of all bone elements.

Results: The measured pullout strength for the type A pin was significantly
higher than that for the symmetrical thread pin and the type B pin (p < 0.0001).
The maximum strain energy density and the maximum equivalent stress obrained
from FE analysis for each pin were listed on Table 2. The maximum strain energy
density and the maximum equivalent stress for the type A pin was the smallest of
all pins. Each bone element with the maximum strain energy density or the maxi-
mum equivalent stress located at the pin-bone interface of each pin-bone complex
model.

" Discussion: From the results of the FE analysis, it was assumed the lower ener-
gy or stress concentration at the pin-bone interface of type A pin contributed to its
significantly higher pullout strength in the mechanical testing. By adopting the
asymmetrical thread pins, we may be able to enhance fixation by external fixators,
thereby lowering the risk of pin loosening.

References: 1. Aro HT et al, ] Trauma, 35, 1993; 2. Halsey D et al, Clin
Orthop Relat Res, 278, 1992; 3. Hansson S et al, ] Biomech, 36, 2003; 4. Huiskes
R et al, ] Orthop Res, 3,1985; 5. Liu ] et al, Clin Orthop Relat Res, 310, 1995
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(PMDA) of Japan. .

ype A pin Sysnsstrical pin Typ: tpin
Pultout shength (N) - HBITLHO 4331312 60 428131950
Macimom sazin encrgy demsity (M) mm 42 ARy
Manorn cysivabont v (MP3) 17909 40213 s .

Values are described as the mean # standard deviaton.

Pin ip

4 Vs

The total angle of the thread tip was 45 degrees for all pins. The angle P and yare defined as
shown on the scheime and set as 22.5° and 22.5” for the symmetrical thread pin, 40.0° and 5.0
for type A pin, and 5.0 and 40.0° for type B pin, respectively.

Axial puliout load

Fully restrained

Each of the screw models was inserted in the center of a circular disk with a thickness of 6 mm
and a diameter of 40mm, which simulated the cortical bone model.
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Preoperative simulation using 3 dimensional CT and CAD datum
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Deformity Evaluation of the Tubular Bone Us_ing 3 CT Image
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- Evaluation of mounting error tolerance for spatial position and posture in the deformity
carrection using the Universal-Bar-Link excternal lixator
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