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Table 1. Hemodynamics, arterial carbon dioxide tension and pH during H,"°0 PET studies
Rest Hypercapnea Hypocapnea
Systolic blood pressure (mmHg) 146.5 £20.9 159.8 £25.4 144.8 £26.7

Diastolic blood pressure (mmHg) 82.8 +12.0 85.3 £10.7 78.5 £13.2

Heart rate (beat / minute) 584 £7.8 61.6 £8.7 60.7 £7.8

Rate pressure product 8472 £1146 9758 +1609 8717 1677

Arterial carbon dioxide tension 40.2 2.4 43.1 £2.7* $ 292 +3.4% $
pH 7.417 +0.013 7.385+0.019%  7.505 +0.039 $

Data are presented as mean + standard deviation.
Significance of changes compared with the three groups: ¥*P<0.05, 1P<0.01 by Fisher PLSD,
Significance of changes compared with the resting condition: P<0.05, $ P < 0.01 by

Wilcoxon signed rank test
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Table 2. Cerebral blood flow (mL*minute“*[IOO gram of perfusable tissue] ), myocardial
blood flow (mL*minute"*[IOO gram of perfusable tissue]'l), and normalized myocardial blood

flow (100mL*mmHg"*[heart-beat]'l*[gram of perfusable tissue]™")

Rest Hypocapnea Hypercapnea
Cerebral blood flow 39.8£5.3 27.0 6.3% 48.4 £10.4*
Myocardial blood flow 78.2 £12.6 55.1 x14.6% 88.7£224
Normalized myocardial blood flow 93.4 166 . 64.5+18.3% 90.5 £14.3

Significance of changes compared with the three groups: *P <0.05, {P < 0.01
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Abstract

Purpose *°'Tl has been extensively used for myocardial
perfusion and viability assessment. Unlike **™Tc-labelled
agents, such as **™Tc-sestamibi and 99mTe-tetrofosmine, the
regional concentration of 2°' Tl varies with time. This study
is intended to validate a kinetic modelling approach for in
vivo quantitative estimation of regional myocardial blood
flow (MBF) and volume of distribution of *°'Tl using
dynamic SPECT.

Methods Dynamic SPECT was carried out on 20 normal
canines after the intravenous administration of °' Tl using a
commercial SPECT system. Seven animals were studied at
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rest, nine during adenosine infusion, and four after beta-blocker
administration. Quantitative images were reconstructed with
a previously validated technique, employing OS-EM with
attenuation-correction, and transmission-dependent convolu-
tion subtraction scatter correction. Measured regional time—
activity curves in myocardial segments were fitted to two-
and three-compartment models. Regional MBF was defined
as the influx rate constant (K;) with corrections for the partial
volume effect, haematocrit and limited first-pass extraction
fraction, and was compared with that determined from
radio-labelled microspheres experiments.

Results Regional time—activity curves responded well to
pharmacological stress. Quantitative MBF values were higher
with adenosine and decreased after beta-blocker compared to
a resting condition. MBFs obtained with SPECT (MBFgpgcr)
correlated well with the MBF values obtained by the radio-
labelled microspheres (MBFps) (MBFspecr=—0.067+
1.042xMBFys, p<0.001). The three-compartment model
provided better fit than the two-compartment model, but the
difference in MBF values between the two methods was small
and could be accounted for with a simple linear regression.
Conclusion Absolute quantitation of regional MBF, for a
wide physiological flow range, appears to be feasible using
20T and dynamic SPECT.

Keywords Myocardial blood flow - Dynamic SPECT -
Thallium-201 - Compartment model - Quantitation

Introduction

Mpyocardial perfusion imaging using Thallium-201 o't
is well established in routine clinical practice for detecting
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exercise-induced myocardial ischaemia and/or for assessing
myocardial viability in patients with coronary artery disease.
The diagnosis. however, has been limited to qualitative or
visual assessment of the physical extent of the defect arcas
rather than quantitative assessment of physiological functions.
Quantitative methods would for example enable longitudinal
studies when assessing therapy response and pharmacological
interventions. Some groups have already investigated the
feasibility of estimating quantitative parameters with dynamic
SPECT in the myocardium using *°'TI [1] and ""Tc-
Teboroxime [!, 2]. but these techniques have not yet been
applied to clinical practice. This is largely atiributed to the
fact that quantitative reconstruction programmes arc not
readily available on commercial SPECT systems.

We have developed a reconstruction programme package
for SPECT. which can accurately provide quantitative
images of radio-labelled tracer distributions in vivo, which
is a pre-requisite for absolute physiological parameter
estimation. The adequacy and accuracy of these methods
have been demonstrated in multiple papers for 99MTe and
201T] in cardiac studies [3-5], and for *™Tc and '*’I in
brain studies [6]. It has also been demonstrated, in brain
studies, that physiological parameters such as cercbral
perfusion [6] and cerebral flow reactivity [7] obtained using
our package were as accurate as those determined by PET.
These findings suggest that absolute quantitation of regional
myocardial perfusion might also be possible in a clinical
setting using commercial SPECT cameras.

201T] is a potassium analogue, and its kinetics has been
extensively investigated in previous studies [¥, 9]. Due to the
high first-pass extraction fraction (EF) [10] and a large
distribution volume. ' T1 has been considered an ideal tracer
for quantitation of absolute myocardial blood flow, not only
al rest but also at hyperemic conditions. As a clinical
implication, quantitative assessment of MBF and coronary
flow reserve is important, For instance, coronary micro-
vascular dysfunction or impaired endothelial function in
patients with coronary risk factors or patients with cardiomy-
opathy or with heart failure is an un-resolved important issue to
answer [11]. Coronary flow reserve can also be reduced in
patients with hyper-cholesterolemia without overt coronary
stenosis [12]. The low energy and long half-life of 20071 have,
however, seriously limited its use in nuclear cardiology.

The goal of this study was to validate our reconstruction
methodology for the estimation of myocardial blood flow
using 2*'T1 and dynamic SPECT using tissue time-activity
curves (TTAC) derived from myocardial regions. In
addition. we aimed to find the optimal kinetic model
configuration and to investigate the factors affecting the
estimation of physiological parameters such as the partial
volume effect (PVE), appropriate choice of input function,
conversion from plasma to blood flow using haematoerit
(Hct) and the limited first-pass tracer EF.

@ Springer

Materials and methods
Subjects

A total of 21 dogs were studied in which 8 were in a resting
condition, 9 dogs during constant infusion of adenosine for
increased MBF, and 4 dogs during constant infusion of
beta-blocker. Of the 21 studies. | study was un-successful
and projection data could not be retrieved from the scanner,
reducing the number of resting studies to 7 and total dog
studies to 20. Adenosine was infused continuously over the
study duration at a rate ranging from 140 to 700 mg/kg/h to
achieve a range of blood flow increases. An initial dose of
beta-blockers ranging from 2 to 6 mg was given, followed
by a constant infusion for the duration of the study of 2 or
4 mg/h. The study protocol was approved by the animal
ethics committee at the Akita Research Institute of Brain,
Akita City. Japan where all experiments were carried out.

SPECT procedures

All dogs were anaesthetised. and the catheters for dose
administration and arterial blood sampling were inserted
before the study. The SPECT system was a conventional
dual-hcad gamma camera (Toshiba GCA-7200A, Tokyo,
Japan) fitted with short focal length fan-beam collimators
(LEHR-Fan). The transverse field-of-view (FOV) was 22 cm
diameter and axial FOV was 20 cm. The dogs were carefully
taped into a cradle to minimise motion during the study.
and also to ensure that no truncation occurred. Heart rate and
blood pressure were monitored throughout the study and
recorded at regular intervals.

Before the injection of any tracer, a 15-min transmission
study was carried out in which a rod source filled with
approximately 740 MBq of MmTe was placed along the
focal line of one of the fan-beam collimators (see Fig. 1).
The transmission study was followed by injection of 3 MBq
of "*'Ce microspheres into the left ventricle via a catheter
and blood was withdrawn from the aorta at a constant flow
rate of 5 ml/min for 2 min to serve as an input function. For
the pharmacological intervention studies, adenosine infu-
sion or beta-blocker injection followed by infusion was
commenced before the '*'Ce microsphere administration.

Dynamic SPECT was commenced with the start of the
4-min constant infusion of 110 MBq *"'TL. The frame
collection rates and 360° rotation times were 10x1 min
(rotation time 15 s), 62 min (30 s). 3x4 min (60 s) and
55 min (60 s) for the first hour for all studies. Resting
blood flow studies had an additional 18=10 min (120 s)
frames collected for a total study period over 4 h. The
shorter total study time for the drug infusion studies was
mandated by the difficulties in keeping the dogs stable with
prolonged infusions of the drugs used. A 34% cnergy
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Fig. 1 Schematic diagram of data acquisition using a clinical dual-
headed SPECT camera fitted with fan-beam collimators. Transmission

5 : 99me. = -
scan was performed using a """ Te-filled rod source placed at a focal

window centred on 77 keV was used for the *"'TI
acquisitions [4, 13].

Arterial blood samples were taken every 20 s for the first
6 min, every 60 s for 6-10 min, 120 s for 10-20 min, 300 s
for 20-30 min and 600 s for 30-60 min. For the resting
studies, blood samples were also taken every 20 min for
-2 h and additional samples at 2.5, 3 and 4 h posb:"'Tl
infusion. In six studies, plasma was separated immediately
after sampling by centrifugation, and plasma samples were
counted in a well counter cross-calibrated with the SPECT
scanner. To minimise the effects of the continued exchange
of *"'TI between plasma and red blood cells in the test
tubes after sampling, immediate, rapid separation of plasma
from whole blood was required. An averaged relationship
between plasma and whole blood concentration ratio over
time was obtained, and then multiplied with the whole blood
curves for all studies to derive a plasma input function.

At the end of the SPECT study, the microsphere blood
flow measurement was repeated with *'Cr microspheres.
The dogs were then killed by injection of potassium
chloride (KCI) and the myocardium was dissected into
samples suitable for counting in the well counter. The **' Tl
concentration in the tissue samples was derived from the
sample weight normalised gamma counter counts. The
samples were stored to allow for the decay of 2047 (T p=
73 h vs T,,=32.5 days for '*'Ce and 27.8 days for *'Cr)
and then counted to measure the '*'Ce and *'Cr activities.
Separation between *1Ce and *'Cr counts was based on
their respective gamma ray energies (145 keV for "1Ce and
323 keV for *'Cr).

SPECT data processing
Projection data were processed according to previously

described procedures [3]. Briefly, the transmission data
obtained by the fan-beam collimator were first re-binned

line of one of the collimators. and only one of the detectors was used
(lefr). Both detectors were used in the emission scan (right)

into parallel projections. Transmission projections were
normalised by blank projection, re-constructed to generate
quantitative maps of the attenuation coefficient for *™Tc
and then linearly scaled to provide attenuation correction
maps for 2°'TI. Emission data were corrected for detector
non-uniformity and also re-binned into parallel projections.
The projection data were then corrected for scatter with
transmission-dependent convolution subtraction (TDCS)
originally proposed by Meikle et al. [14] and further
optimised by our group [4, 5]. The emission projection
data were re-constructed with the OS-EM reconstruction
algorithm [15] using three iterations and ten subsets. The
re-constructed images were cross-calibrated with the well
counter system.

Data analysis

Re-constructed images were normalised by acquisition time
for each frame. Multiple circular regions of interest (ROI)
were drawn on the myocardium, and the TTAC of **'T]
were generated for the anterior, apical, lateral, posterior and
septal arcas of the myocardium. The two-compartment
model (one tissue compartment) and three-compartment
model (two tissue compartments) shown in Fig. 2 were
applied to determine two parameters (K, and K,) for the
two-compartment model and four parameters (K,-Ky4) for
the three-compartment model by means of non-lincar least
squares fitting (NLLSF).

The regional MBF was considered to be related to K
obtained from compartment model fits. K, is, however,
affected by the PVE., Hct and the limited first-pass EF
whose effects were corrected according to Eq. |:

PVE
MBF =———— — x K| (1)
EF x (1 — Het)
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Fig. 2 Two- and three-compartment models evaluated in this study. K, in
units of ml/min‘g denotes the regional MBF for both models. Distribution
volume (F) in units of ml/g is defined as K /K, for the two-compartment
mode. and £ (1 + f:) for the three-compartment model

The physiological basis for the correction factors in Eq. |
can be described as follows:

. TTACs obtained from SPECT images are under-estimated
due to the limited spatial resolution relative to the
myocardial wall thickness and also due the myocardial
contractile motion. This phenomenon is known as PVE.
The PVE correction factor for each TTAC was deter-
mined from the ratio of the last SPECT frame counts to
the *°"TI myocardial tissue sample counts obtained from
the tissue samples taken and measured with the well
counter at the end of the SPECT scan.

The arterial input function for the compartment model
studies was defined from the plasma radioactivity
concentration curve. rather than the whole blood radio-

2

activity curve. K, is therefore the regional “plasma™ flow.
Thus, for comparison with the microsphere flow measure-
ments. which estimates the whole blood flow, K; was
divided by (1—Hct) to obtain the flow for the total blood.
For a tracer with limited first-pass EF<1.0, flow (MBF)
is related to K, by K,=EF xMBF. The first-pass EF is
flow-dependent and decreases at high flow. We have
applied an empirical formulation for the first-pass EE
based on the data by Weich et al. [10] (EF=0.84—
0.524-log,o(K.) where K, is Ki/(1=Het). The K,
values obtained with two- and three-compartment models
with/without corrections according to Eq. | were com-
pared to the average of microsphere blood flow values
obtained pre- and post-dynamic SPECT scan.

sd

The distribution volume of 2" T1 (¥y) was defined as

. K
V= _] for the two — compartment model (2a)
n K| K,
Jy = — |1 +—=) for the thre¢ — compartment model.
K- Ks

(2b)

@_ Springer

As mentioned before. the resting studies were collected
for 4 h. whilst the adenosine and beta-blocker studies were
collected for approximately 1 h. To investigate whether the
shorter collection time introduces systematic bias, NLLSF
fits restricted to the first 1 h of the resting study data were
also performed and compared with the ¥y values from the
full 4 h resting data set and with the estimates obtained
from the beta-blocker and adenosine studies.

Akaike information criterion (A1C) and Schwarz criterion
(SC) were calculated for both two-compartment and three-
compartment model fits [16] to test the adequacy of the two
models. All data are presented as mean+1 SD. Student’s
¢ test was cmployed in the comparison of the ¥y values.
Pearson’s regression analysis was applied to compare K,
and microsphere flow values. A probability value of <0.05
was considered statistically significant.

Results

Figure 3 shows the plasma to whole blood concentration
ratios in the six dogs with rapid plasma separation and the
averaged data. Equilibrium is reached after about 40 min,
at which time the mean ratio was found to be 0.76. As
expected, relative plasma concentration is highest carly on
as the tracer is injected into the plasma (and not red blood
cells). 2°' Tl is rapidly cleared from the plasma causing a
rapid decline in relative plasma concentration and “under-
shoot” before equilibrium is established. Samples left for a
prolonged period before plasma separation showed the value
of approximately 0.78, which was close to the plasma to
whole blood concentrations ratio at the equilibrium shown in

16 T T T T T
3 o Dogll + Dogls
a ¢ Dogl6
° 4  Mean Raho
4 Mean Data Curve Fit

+

Plasma To Whole Blood Concentration Ratio
oy

04 L ) L . .
0 10 20 30 40 50 60

Sample Time (mm)
Fig. 3 Individual and mean plasma to whole blood concentration
ratios over time for the six dogs with rapid plasma separation. Ervor
hars indicate the standard error of the mean. Sofid line is the curve fit
to mean ratio data
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Fig. 4 A typical example of
sequential SPECT images of the
myocardium for six representa-
tive slices afier intravenous injec-
tion of **'T1 into a canine at rest

Fig. 3. The plasma to whole blood ratio curves could be Figure 4 shows a typical example of sequential images
3 i s i " 2011 o i .
after the intravenous injection of = Tl for six representative

A . - 201
slices of a dog studied at rest. It can be seen that I

approximated by the following equation:

—f‘\(]—t’ “”‘J’). (3)

which resulted in 45=1.303=0.045, 4,=0.7649=0.0056,
A1=0.03636:0.0039 min ', A,=0.1263+0.0077 min ' and
Ar=0.9516+0.41 min. The correlation coefficient for the fit
was r=0.995.

J Ar)?
R = Age MM . . -
Bl ¥k 9 appeared in the ventricular chambers first and then

gradually accumulated homogeneously into the left myo-
cardium. The quality of these images is reasonably good,
indicating that our approach of estimating the kinetic
parameters by NLLSF is feasible without excessive noise
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Fig. 5 TTACs and two- and three-compartment model fits for a
resting, adenosine (increased MBF) and beta-blocker (reduced MBF)
study. Note the different time scales for the resting study because
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resting studies were collected for 4 h compared to =1 h for the
pharmacological intervention studies
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amplification. Curve fits to representative TTACs for resting,
beta-blocker and adenosine infusion studies are shown in
Fig. 5. The height of the TTAC:s relative to the input function
corresponded well with the pharmacological challenges.
Compared to the resting studies, peaks of TTACs relative
to the arterial input function were higher for adenosine and
lower after beta-blocker administration. Results of kinetic
fitting by the two- and three-compartment models are also
plotted on this figure. Visually, the three-compartment model
provided better fits than the two-compartment model to the
observed TTACs, which is particularly evident for the initial
scan period of the resting and adenosine studies.

Shown in Fig. 6a—e is the comparisons of K, obtained by
NLLSF (three-compartment model fit) with the microsphere

Fig. 6 Plot of K; derived from
the three-compartment model fit
against the mean of the pre- and
post-dynamic SPECT
microsphere blood flow mea-
surements. a No correction for
PVE, limited first-pass EF or
conversion from plasma to
blood flow has been applied.

b Correction for PVE has been
applied, but not for Hct or
limited first-pass EF. ¢ Correc-
tions for PVE and Hct have
been applied, but not for limited

Corrected K1 3CM)

—K, = 0.078 + 0249"MBF R=089

No Corrections

flow estimates. Values were averaged over the myocardial
segments in both axes, thus each point corresponds to a
single study. There was good correlation between K, and the
microsphere flow when no corrections were applied, but K,
significantly under-estimated the true flow (Fig. 6a). All the
corrections improved the K, estimates (Fig. 6b—d) and the
best agreement between K; and microsphere flow was
observed when all three factors were corrected as described
in Eq. 1 (Fig. 6¢). Results of the regression analysis also
demonstrated the highest correlation coefficient when all
three correction factors were applied. Table | summarises
the results of the Akaike information criteria (AIC) and
Schwartz criteria (SC) obtained from the kinetic fitting
analysis for all myocardial segments of all subjects. Both

b

5 [ —K,=0129+0375"MBF R=088

PVE Correction
No Hct, EF Correction

w

Corrected K1 (3CM)

first-pass EF. d Corrections for
PVE and limited first-pass EF
have been applied, but not for
Hct. e All corrections are ap-
plied for PVE, limited first-pass

EF and Hct
No EF Correction

Corrected K1 (3CM)

Microsphere MBF (ml/min/g)

—KI =0206+0.61"MBF R=0389

| PVE and Hct Corrections

Microsphere MBF (ml/min/g)

r —XK,= -0.035 + 0.638*MBF R=0.92

£y

I PVE and EF Corrections
No Hct Correction

Corrected K1 (3CM)

Microsphere MBF (ml/min/g)

e

Corrected K1 3CM)
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Table 1 Summary of improvement in fit with the three-compartment model over the two-compartment model

Study Number Mean AIC two- Mean AIC three- Mean SC two- Mean SC three- Number of curves (%)

group of curves compartment compartment compartment compartment (three-compartment better
than two-compartment)*

Resting 35 6524 630.2 (p<0.01) 663.8 638.4 (p<0.01) 24 (69)

Beta-blocker 20 3784 378.8 (p=n.s.) 382.0 (p<0.01) 3847 3.(15)

Adenosine 45 405.1 393.6 (p<0.01) 408.7 399.5 (p<0.01) 28 (62)

The p value indicates that the value in the cell is significantly lower than the corresponding other value.

AIC: Akaike information criterion. SC: Schwarz criterion

*This column gives the number of TTAC fits where the three-compartment model fit provided a significant improvement over the two-

compartment fit according to all criteria (AIC. SC).

AIC and SC demonstrated that the three-compartment
model fit provided significant improvement over the two-
compartment model fit for resting and adenosine studies.
For the beta-blocker studies, AIC between the two model
fits was not significantly different, whilst SC demonstrated
significantly better fit with the two-compartment model.
Improved AIC and SC for the three-compartment model fit

were observed in 69% of resting TTACs and 62% of

adenosine TTACs, but only 15% in beta-blocker TTACs.
As shown in Fig. 7a and b, the K| and V4 values derived
from the two-compartment model fit showed significant
differences compared with those by the three-compartment
model. Both K, and V4 were under-estimated with the two-
compartment model fit compared with the three-compartment

model fit. It should, however, be noted that there was a good
correlation between the two- and three-compartment models
for K, thus the bias introduced by the two-compartment
model fit can potentially be corrected. K values by the three-
compartment model fit with all three corrections were 0.86+
0.36, 2.71x1.64 and 0.55£0.24 ml/min/g corresponding to
rest, adenosine infusion (with constant infusion at 140—
700 mg/kg/h) and beta-blocker (with 2-6 mg administration),
respectively. Difference in Vg was less than 10% and again
this bias can potentially be corrected by the regression
equation. The K, obtained with the two-compartment
model also demonstrated a good correlation with the
microsphere flow (Fig. 7c), though there was again a
systematic under-estimation in K.

I'lg. ’ a Plot of K, estimates a  5p—K @CM)=-0004+0.792"K,3CM) R=098 b = [ — V,(2CM) = -0.695+0911*V, (3CM) R=0.84
derived from the two-compartment ¥ .
model fit against those from the . ol
three-compartment model fit. *[2- vs 3-Compartment Fits £
b Plot of V; estimates derived g IAll Corrections CHPN
from the two-compartment model U 4] g
fit against those from the three- = g
. = = M 50
compartment model fit. ¢ Plot of - E
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mean of the pre- and post- 2y a
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Fig. 8 F/ values obtained from the two-compartment model fit to the
full 4 h resting data, adenosine and beta-blocker infusion | h curves
and fit to first 1 h only of the resting study curves. Data from the
multiple individual myocardial regions are shown

Figure % plots the V4 values for all evaluated myocardial
segments for the fit to 4 h resting data, adenosine and beta-
blocker infusion 1 h data and fit to only the first 1 h of resting
data. The 4-h resting ¥V, values arc significantly higher
(p<0.01) compared with the adenosine, beta-blocker values
and compared with the fit to the first 1 h resting data.
However, the 1-h resting values are not significantly different
from the beta-blocker ¥4 values nor the adenosine values.

Discussion

This study demonstrates that the kinetic analysis of quanti-
tatively assessed myocardial **' Tl accumulation (build-up
and washout in healthy canines) provided quantitative MBF
values, which agreed well with flows obtained using
microspheres for a wide physiological range of flows.
The size of the TTACs relative to the arterial plasma
concentration corresponded well to the pharmacological
stresses induced by adenosine and beta-blocker challenges.
The compartmental model approach could reproduce these
TTACs to make the determination of kinetic parameters,
such as K, and Vy. possible. The threc-compartment model
gave results which were generally higher than the two-
compartment model and which were statistically significant-
ly better in terms of AIC. SC for the resting and adenosine
studies. and this was in line with the visual inspection of the
TTAC model fit curves. It should. however. be noted that the
differences were only small between the two- and three-
compartment model approaches. approximately 20% for K,
and 10% for Vy The bias associated with the two-
compartment model could be corrected by a lincar
regression as shown in Fig. 7a—c. This opens the possibility
of using the more reliable two-compartment model fit due to
its reduced number of parameters for routine clinical studies.
The improved reliability of the two-compartment model fitin
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the clinical setting is particularly important if one intends to
shorien the study time or generate parametric images.

The three corrections for PVE, Het and first-pass EF
proved to be important. The PVE correction method used in
this work cannot, however, be applied to clinical studies.
and the PVE correction in the beating heart still remains a
considerable challenge in clinical studies. PVE may be
reduced by gating the data. which may not, however. be
feasible for the already noisy and large dynamic SPECT
data sets. PVE may also be reduced by including resolution
recovery as part of the reconstruction process [17-20].
Alternatively, it may also be possible to include PVE as part
of the kinetic model fitting [21-25]. However, this adds
extra fitting parameters and requires some parameters to be
assumed fixed.

The input function is an important component n
compartment model fitting. In this study. rapid arterial blood
sampling was performed, and the plasma was separated by
centrifugation. A number of important insights were gained
by performing rapid separation of plasma in a subset of
samples and dogs. It was found that **'TI enters the red
blood cells as observed from the rapid separation of plasma
in a subset of samples and dogs, which is not un-expected
as potassium is also known [22] to be taken up by the red
blood cells. The exchange of **' Tl between red blood cells
and plasma is relatively slow compared to the passage of
blood through the capillary bed and hence direct uptake of
activity from the red blood cells into tissue is believed to be
negligible. Hence, tissue uptake will be dominated by the
activity in the plasma during passage through the capillary
bed and plasma in the substrate being measured. As a
consequence. the flow measurement obtained with 2°' Tl is
plasma flow, which is in contrast to the microsphere studies,
which measure whole blood flow. Conversion of plasma to
blood flow was achieved by dividing the plasma flow by
(1—Het), as shown in Eq. 1, which then allowed the direct
comparison with the microsphere measurements.

Rigorous estimation of the input function requires
frequent arterial blood sampling. This is not only considered
invasive, but also labor intensive. In addition, it has been
shown in this study that rapid separation of the plasma for at
least the first 30-40 min post-*"'Tl administration is
required to obtain accurate plasma concentration. If the
separation of plasma is delayed, then the true plasma
concentration at the time of sampling cannot be measured,
which results in biased K, estimates. An empirical
relationship of plasma to whole blood ratio as a function
of time was developed and was found to be sufficiently
consistent between dogs (Fig. 3) to allow the mean curve to
be applied with minimal bias. Thus, in clinical practice.
whole blood samples may be counted and converted to
plasma concentration using the empirical relationship. This
also potentially allows the input function to be obtained
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non-invasively from the SPECT data using. for example. a
curve derived from a left ventricular region. However, it
should be noted that the relationship between plasma and
whole blood counts in this study was derived for a 4-min
infusion protocol and may be different for other injection
protocols, such as bolus injection. Previously. it has been
shown that population-based input functions calibrated with
one or two blood samples could avoid the need for frequent
arterial blood samples [26-2K]. There is also a potential for
applying this approach to ' Tl studies. This is beyond the
scope of this study and a systematic study should be
designed to confirm this in clinical settings.

"'T1 has a high trans-capillary EF and thus the initial
regional uptake of this tracer predominantly reflects the
regional blood flow [10]. Use of a tracer that has a high
first-pass EF is essential when one intends to quantitatively
assess MBF at a high flow range or the coronary flow
reserve. The EF of **' Tl is reported as >0.8 [10] for a wide
flow range and is known to be higher than **™Tc-labelled
tracers such as tetrofosmine and sestamibi [29]. The
physical characteristics of **'TI are unfortunately not ideal
as low energy emission increases the atlenuation factor and
the scatter in the image. In addition, the relatively long half-
life limits the administered activity to about a tenth of that
with **™Tc tracers. Despite these shortcomings, the phys-
iological characteristics of having high first-pass EF make
2°'T] an interesting tracer particularly for the absolute
quantitation of MBF and the coronary flow reserve. This
study demonstrates that quantitative physiological parame-
ters can be derived from dynamic *°'Tl SPECT studies,
despile its less than ideal imaging characteristics.

Whilst the quantitative physiological parameter estima-
tion removed the systematic bias between MBF estimated by

21T| dynamic SPECT and by microspheres, the spread of

data points around the regression line was rather large
(Figs. 6e and 7¢). This is not only due to possible errors in
the estimation of MBF from the ' Tl, but there was also
considerable variation in flow estimated by the micro-
spheres at the beginning and end of the study. Thus, at least
part of the variability is attributable to errors in microsphere
low measurement, and particularly for the pharmaceutical
intervention studies, flow may not have remained constant
throughout the entire study duration, which may also
account for some of the differences seen between the
various flow measurements.

Vy estimated in this study could serve as an index of

viability, as viable myocytes are required to maintain the
large concentration gradient between plasma and myocar-
dium at equilibrium. There was no significant difference in
V4 values between rest, beta-blocker and adenosine studies
when fitted for 1 h (Fig. 8). The significant difference
between the 1- and 4-h fit for resting data could be
explained by the limitation of the two-compartment model.

Considerable spread in the V4 values observed over all dog
studies on the other hand was partially attributed to the
short (insufficient) scan time for reliable estimates of V.
With the exception of the large, outlying ¥4 values in all 5
regions of 1 dog, the resting Vy values fell within a
relatively narrow range of 47 to 65 (mean=SD=355=6).
Given the sufficiently long scan time. significant reduction
in V4 in infarcted areas may be detected. However, this
would need to be tested with a suitable study design.

The scan time of 4 h required to achieve reliable ¥y
estimates is not practical in the routine clinical setting. As
has been shown by Lau et al. [20], the scan period may be
split into two sessions, an early dynamic scan for 30 min
followed by a single static scan at approximately 3 h. This
scheme 1s not more onerous than current rest/re-distribution
protocols and hence could be practical. In addition, it may
be possible to simplify the scanning protocol further to two
static scans by using the table look-up method for the two-
compartment model, which has been successfully employed
for other SPECT tracers with relatively slow kinetics similar
to **'TI [27. 31, 32]. This warrants further investigation,

This study relies on established, rigorous attenuation and
scatter correction in SPECT [5] and availability of multi-
detector SPECT systems capable of performing dynamic
acquisition. To our knowledge, this is the lirst report that
has demonstrated that it is possible to obtain quantitative
physiological parameter estimates of K, and V, in the
myocardium using a clinical SPECT scanner and *“'TI.
This work suggests that it is feasible to apply our technique
to clinical studies. Further studies are, however, needed to
validate the proposed approach in the clinical setting.
Incomplete motion correction is one possible error source,
particularly in paticnts. Dynamic SPECT 1s probably more
sensitive to the possible movement of patients during the
study. Shortened clinical protocol is preferred, but this
requires additional development to improve the reliability
of parameter estimates. In addition, two scanning sessions
are needed to assess the coronary flow reserve. We have
recently demonstrated a technique to assess two cerebral
blood flow images. one at rest and another afler a vasodilating
drug, from a single session of a SPECT scan in conjunction
with split dose administration of '2%|-iodoamphetamine and
dynamic SPECT [7]. As a clinical implication, the quanti-
tative assessment of MBF and coronary flow reserve is
important. For instance, coronary micro-vascular dysfunction
or impaired endothelial function in patients with coronary
risk factors or patients with cardiomyopathy or with heart
failure is an un-resolved important issue to answer [I1].
Coronary flow reserve can be reduced in patients with hyper-
cholesterolemia without overt coronary stenosis [12]. A
systematic study should be carricd out to validate this
approach for assessing MBF at rest and after adenosine from
a single session of a scan.

@ Springer
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Abstract Positron emission tomography dynamic studies
have been performed to quantify several biomedical
functions. In a quantitative analysis of these studies,
kinetic parameters were estimated by mathematical
methods, such as a nonlinear least-squares algorithm
with compartmental model and graphical analysis. In
this estimation, the uncertainty in the estimated kinetic
parameters depends on the signal-to-noise ratio and
quantitative analysis method. This review describes the
reliability of parameter estimates for various analysis
methods in reversible and irreversible models.

Keywords PET - Compartmental model - Error
analysis

Introduction

Quantification of in vivo tracer studies has been per-
formed with positron emission tomography (PET) to
assess biomedical functions, such as cerebral blood flow
[1], cerebral metabolic rate of glucose [2], and neuro-
receptor binding [3]. In those studies, PET data were
acquired sequentially, and kinetic parameters that
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describe the behavior of the administered radiopharma-
ceutical in tissue were estimated by using a mathematical
model from the time-activity curve (TAC) of each tissue.
or voxel [4]. This model is assumed to take into account
the chemical and pharmacological properties of the
tracer, physical properties of the measurement system,
stability of the mathematical solution, and so on.

Positron emission tomography data include the noise
originating from a variety of factors such as the kinetics
of the tracer, injection dosage, scan protocol, and sensi-
tivity of the PET camera. In quantitative analysis, the
uncertainty in estimated kinetic parameters is affected
by this noise. Moreover, the effect of noise depends on
the analysis method employed, such as the number of
model parameters, estimation algorithm, size of regions
of interest (ROIs) and voxels. Therefore, a stable model
is necessary, in addition to reducing the noise of the
original image, for reliable estimation of the kinetic
parameters. A basic quantification method is based on
a nonlinear least-squares (NLS) fitting with a compart-
mental model {4], and several methods have been pro-
posed for stable and rapid estimation. A simplified
method such as graphical analysis or reference tissue
methods produces an improvement in the reliability of
parameter estimates; however, in some cases it brings
about a lack of information or causes bias (underestima-
tion or overestimation) regarding the kinetic parameters.
Each analysis method has its own properties, and it is
important to know the properties of each method for the
assessment of biomedical functions with high precision.

In this review, we discuss the reliability of estimated
parameters by several approaches, such as analysis
methods in a reversible model with and without arterial
input function, and analysis methods in irreversible
model.

@ Springer
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Fig. 1 Reversible two-tissue compartment model. BBB represents
the blood-brain barrier, C, represents the compartment of plasma,
C; represents free and nonspecific binding in tissue, and C, repre-
sents specific binding. K-k, are rate constants between two
compartments. Total radioactivity in the tissue enclosed with a
rectangular of a broken line is expressed as a sum of C;and C,

Parameter estimation in a reversible model with arterial
input function

A reversible two-tissue compartment mode! (Fig. 1) is
often used for the quantification of the total distribution
volume (V7 = K\/k,(1 + ki/k,)) or binding potential (BP
= ky/k,) in neuroreceptor or transporter studies [3, 5]
Here, “reversible” means that the tracer reversibly binds
to the neuroreceptor or transporter. The analysis
methods of these studies are divided into two general
groups, namely, a compartmental model-based method
and a noncompartmental model method such as graphi-
cal analysis. These two methods differ in the property of
uncertainty regarding parameter estimates. Moreover,
the uncertainty depends on whether estimation is per-
formed with arterial input function. The methods with
arterial input function include errors in plasma TAC
caused by measurement of plasma samples, metabolite
correction, and delay correction between plasma and
tissue, whereas the methods without arterial input func-
tion require constraints to eliminate the plasma input
function. In this section, error evaluation of nonlinear
or linear least-squares fitting with a reversible compart-
ment model and graphical analysis with arterial input
function are described.

Compartmental analysis
In a two-tissue compartment model, the radioactivity of
the target region is expressed as a summation of two

compartments in Eq. 1:

K —0t
C()=—"—{(o, ~k; —ky)e™ — (0, —ky —k,)e™*'}

oy =G,
®C,(1) (1)
o <tk ki +k + k) - dkok,
2=
2
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where C, and C, are the radioactivity concentrations in
plasma and target tissue with specific binding, respec-
tively; K, to k, are rate constants between the two
compartments, and ® is a mathematical operator of con-
volution. This equation is nonlinear in each parameter
because no linear relation can be found between
the parameters and be found in a sum of squared differ-
ences between a predicted and measured PET data.
Therefore, the fitting procedure is iterative [6], and the
parameters vary from the given initial values using an
optimization algorithm, such as the Newton—Gaussian
or Levenberg-Marquart algorithms {7, 8], until the
residual sum of squares (RSS) or weighted RSS reaches
its minimum.

In this NLS method, estimated parameters are mark-
edly affected by the noise in PET data. Although they
do not cause a bias at a low noise level, their coefficient
of variation [COV; SD/mean (%)] becomes larger as
noise increases, and COV is much larger than in graphi-
cal analysis. With some tracers, unconstrained NLS
fit with a two-tissue compartment model shows K, /k,
changing with V4, and BP might occasionally have no
biological significance. To improve the reliability of BP
estimates, fixed K/k, value derived from a reference
region is often utilized for nonlinear fitting on the
assumption that K,/k, is common to whole regions [5].
However, in some tracers, the constraint on K/k, is dif-
ficult because a region without specific binding, such as
the radioligand for the peripheral benzodiazepine recep-
tors [''C]DAA1106 [9], cannot be determined or because
uptake is actively related to a function of blood-brain
barrier such as [''C]verapamil [10]. In some cases, a one-
tissue compartment model is sufficient to describe the
kinetics of the tracer [5], and COV of parameter esti-
mates with the one-tissue compartment model is much
smaller than that of a two-tissue compartment model
[5, 11]. However, tracers whose arrival in equilibrium is
slow cannot be described using the one-tissue compart-
ment model.

The advantage of NLS with a two-tissue compart-
ment model is that every parameter K| to k, can be esti-
mated, and that it is free from the biases and assumptions
that arise in linearization or simplification. The disad-
vantage is that COYV is large, especially in voxel-by-voxel
estimation, and that the fitting procedure is computa-
tionally very expensive. Therefore, this method is useful
for ROI analysis, in which parameters are estimated in
a mean TAC within an ROI, but it is not practical for
parametric mapping with voxel-based estimation.

Meanwhile, linear least-squares (LLS) methods based
on one- or two-tissue compartment models have been
proposed [12, 13]. The LLS with a two-tissue compart-
ment model is expressed as Eq. 2:
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where P, = K,, P, = K\(ks + k;), P;=—(k,+ k; + k), and
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The parameters of K, to &, are calculated by K, = P,,
ky=-P,/P, — Py, ky=—-P;—k,— k,, and k, =-P,k,. This
method allows estimation of P, to P, by linear regression
analysis, which requires no iteration process, assuming
that the integrals of plasma and tissue data are noise
free. Therefore, the processing speed is fast, making it
possible to obtain parametric mapping in a short time.
However, estimated parameters are biased especially in
a high noise level because the noise contained in Eq. 2 is
not only the direct measurement noise of C, on the left
side of Eq. 2, but also the hinear combinations of the
integrations of these measurement errors on the right
side. Moreover, the COV is large because four parame-
ters are estimated through multilinear regression, with
an equation consisting of four variable terms. Ichise
et al. [13] compared this method with NLS and graphical
analysis methods in simulations and actual PET data of
the 5-HT,, ligand [*FIFCWAY and the 5-HT,, ligand
["CIMDL100907, and reported that the bias and COV
of LLS method are larger than those of the NLS
method.

Graphical analysis

The graphical analysis of Logan (LGA) yields the total
distribution volume by arterial input function and tissue
TAC from the equation:

[[cwd , [ ¢,

=V, +b for
(M (T

t>r* 3)
where C, and C, are the radioactivity concentrations in
plasma and target tissue, respectively, and the parameter
Vi is the corresponding total distribution volume,
although, strictly speaking, it contains the blood volume
[14, 15]. The relation holds only after equilibration time
t*, i.e., dC/ds = 0, where C, is the radioactivity concen-
tration in specific binding compartment, V; and b are
estimated as a slope and an intercept, respectively, by
using data sets after ¢*. This method is simple, stable,
needs no assumption about the number of compart-
ments, and the estimation process is rapid. Therefore,
this is very useful for not only ROl-based analysis but
also voxel-based parametric mapping. However, there
are two drawbacks to this method, noise-induced bias
caused by the statistical noise in C(7) of the right side

of Eq. 3 [16] and determination of +*. The details of this
method have been reviewed by Kimura et al. [15].

Several methods for reducing this noise-induced bias
have been suggested. Logan et al. [17] applied the itera-
tive method called generalized linear least squares devel-
oped by Feng et al. [12] to generate smoothed TACs, and
reported that LGA with smoothed TACs reduced the
noise-induced bias. Varga et al. [18] derived a slope and
an intercept of Eq. 3 by minimizing the sum of squared
perpendicular rather than the vertical y-axis distance
between the data points and fitted straight line, stating
that the bias of V| estimates was small even though
COV increased with the noise in simulated data of
dopamine D, receptor ligand ['"CJNNC!12 and dopa-
mine transporter ligand ["C]d-threo-methylphenidate
and measured data of serotonin transporter ligand
["CI(+)McN5652 [18]. Another approach was rearrang-
ing the equation of LGA into multilinear form, and it
was demonstrated that this multilinear analysis (MA)
reduced noise-induced bias for both the one-tissue com-
partment model [19] and the two-tissue compartment
model expressed as Eq. 4 [13]:

C,(T):——I;—;T—J‘OTCP(t)dt+%J‘0TCl(t)dt for t>% (4

In Eq. 4, only the integral of C(¢) is included as a poten-
tial noise source in linear regression, and the integral of
C,(#) reduces the noise in C, of each frame. However, the
COV of V. is larger than LGA, especially in tracers with
slow Kkinetics given that two parameters of Eq. 4: V/b
and 1/b are estimated by multilinear regression, and not
by a straight line like LGA [9, 13]. For tracers with early
t*, enough data points for linear regression can be
obtained after equilibrium, making the MA method
useful for a V; estimation. However, this method is not
appropriate for slow kinetics tracers, because too few
points for linear regression cause a large COV derived
from noise in the PET data. Meanwhile, Ogden et al. [20]
were able to eliminate the noise-induced bias by likeli-
hood estimation.

For these methods based on LGA, the determination
of optimal ¢* is burdensome because selection of earlier
t* before equilibrium causes underestimation of Vi
because early points are not on the straight line expressed
as Eq. 3, whereas estimates with late +* are often affected
by noise. Moreover, in some tracers such as 5-HT,,
receptor ligand ["'CJMDL100907, an equilibrium state
cannot be reached during a PET scan [13]. Furthermore,
the equilibrium time r* may differ with regions or sub-
jects if their kinetics are different. Automatic selection
of r* was proposed, in which if the maximal value of the
absolute difference between observed and predicted
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Table 1 Summary of typical reversible model with arterial input function

NLS LLS LGA MA
Estimated physiological K. ks, ks, ky K, ks, ks, kg Ve Ve
parameter .
Fitting range 0, End frame 0, End frame t>1* t>t*
Fitting algorithm Nonlinear Multilinear Linear Multilinear
Estimation speed Slow Fast Fast Fast
Estimation error Bias is small Bias is large in a high Bias is Jarge Noise-induced bias of LGA is
COV is large noise level COV is small eliminated
COV is large COV is large in slow kinetics tracer

NLS nonlinear least squares with a two-tissue compartment model, LLS linear least squares with a two-tissue compartment model, LGA
Logan graphical analysis, M A multilinear analysis, /* equilibrium time

values within the fitting period is less than a prescribed
value, then the starting point of the fitting period is taken
as t* [21]. However, the prescribed value of error should
be chosen according to the noise level of the TAC. For
example, for ROl-based analysis of [*FIFCWAY, pre-
scribed values of 10% and 20% are appropriate in the
frontal cortex and raphe, respectively [13].

Another disadvantage of these methods based on
LGA is that the estimated parameter is only V. Viisa
complex parameter of K /k, and BP. In general, BP and
Vi are considered to be parallel to each other on the
assumption that there are small variations of K/k,
among regions or individuals. If K /k, varies markedly
among individuals or comparison groups, V; must be
carefully interpreted.

Models described in this section are summarized in

- Table 1.

Error evaluation in estimates for [''C]JFLB 457 studies

In this section, we demonstrate properties of the errors
of parameters by the various methods introduced in the
above section. Estimated reliabilities of NLS, LGA, and
MA methods in ["C]JFLB 457 simulation studies are
shown in Figs. 2, 3, and 4. In this simulation study,
TACs of ['"CJFLB 457 for the temporal cortex were
computed using a measured arterial input function and
a given true parameter value [K, = 0.39 (mlg"'min™), &,
= 0.09 (min™), k3 = 0.035 (min™), k, = 0.04 (min™)] [22]
with Eq. 1, and Gaussian noise was added with variance
proportional to the true count of each frame taking into
account the physical decay and frame duration (Fig. 2).
This simulation assumes that the noise is determined by
the count of the curve itself. In fact, the noise is deter-
mined by the total count of the slice [23], and is affected
by scatter, random, dead time, and so on. The level of
the noise for the dynamic data in this simulation was
expressed as the mean of SD between the frames from 1
to 90min. One thousand TACs were realized for each
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Fig. 2 Simulated time-activity curves for [''C]JFLB 457 at noise
levels of 1%, 5%, and 5%, respectively

noise level of 1%, 3%, 5%, 7%, 10%, and 15%, V; was
estimated for each TAC by NLS, LGA, and MA, and
the mean and SD of 1000 estimates were calculated. In
LGA and MA, start time for linear regression t* was set
at 30min. V5 estimates were considered invalid if V; <0
or more than twice the true value.

Figure 3 shows the relationship between the noise
level and reliability of V; estimates. Underestimation of
¥ was observed in LGA when the noise level was 5%,
and became larger with increasing noise (Fig. 3a). Deduc-
ing from the TAC of ['C]JFLB 457 human data, the noise
level of ROI-based estimation is under 3%, and that of
voxel-based estimation is about 15% or more. Therefore,
this bias is problematic in voxel-based estimation. Mean-
while, there is little bias in MA. In NLS, there was no
bias at a low noise level. The COV was smallest in LGA,
whereas that in NLS was much larger than in the other
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methods (Fig. 3b). In MA, the COV was almost the same
as that in LGA at a low noise level, becoming larger as
the noise increased.

Next, the relationship between the start time of the
linear regression and V; estimates is shown in Fig. 4.
Both the LGA and MA provided the true V; in the case
of noise-free TAC given when ¢* was 30min. However,
in the TACs with 15% noise, V; of LGA was underesti-
mated when compared with that in TAC without noise
because of the large noise, and it became worse in later
t* (Fig. 4a). Meanwhile, in MA, underestimation caused
by noise was not observed; however, COV of V; esti-
mates was serious in later * owing to small data points
for regression (Fig. 4b).

Parameter estimation in a reversible model without
arterial input function

Reference tissue methods eliminate an arterial plasma
TAC arithmetically from model equations by using a

. 4 1 1 1
60 0 20 40 60

Start time of linear regression [min}]

TAC of reference region where specific bindings are neg-
ligible, and these methods have been widely used to esti-
mate neuroreceptor ligand binding because they do not
require invasive arterial blood sampling. Several methods
have been proposed for BP estimation with reference
regions, and are divided into two groups. One approach
is based on the compartmental model with reference
tissue, such as a simplified reference tissue model [24],
and the other is based on the graphical analysis method
of Logan et al. [25]. In this section, the error properties
of these methods are described.

Simplified reference tissue model

The radioactivity of the target and reference region
is expressed in Egs. 1 and 5, respectively, when a
two-tissue compartment four-parameter model is
assumed for the target region whereas a one-tissue
compartment two-parameter model without specific
binding compartment is assumed for the reference
region (Fig. 5):
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Fig. 5 Reference tissue model. Compartment C, represents free
plus nonspecific binding in reference tissue, and K, and k," describe
the rate constants between plasma and reference tissue
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1,2 — 2
C{D = K'e" ® C(1) (5)

where C, is the radioactivity concentration in the refer-
ence tissue, and K" and k," are rate constants of the refer-
ence tissue.

The original approach of the reference tissue model
was developed with the two-tissue compartment model
for the target region [26, 27] by replacing C,in Eq. 1 with
Eq. 5 under the assumptions that K /k, of the target to
reference was equal. Later, this method was evolved to
the simplified reference tissue model (SRTM) by follow-
ing the one-tissue compartment model in the target
region [24]. This SRTM estimates three parameters by
NLS: the delivery ratio of the target to the reference
region (R, = K,/K|"), the clearance rate constant of the
target region (k,), and BP as shown in Eq. 6:

C(1) = 6,C(D) + 6,C () ® ™ (6)
8, =R

R R
6y k1= 2 ) 1= )
2 R‘Z( 1+BP 2\" 1+BP

8, =k, /(1+BP)

This method has been used widely in neuroreceptor
studies. Not only BP but also R, can be estimated, and
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there is no bias owing to a linearization. However, in
some cases with low binding, especially when 6, = 0,
SRTM was unable to find a solution even for a low noise
level, because the parameter k, becomes numerically
unidentifiable in this case [28]. Moreover, in a voxel-by-
voxel estimation, the estimated parameters are affected
by the noise in tissue TAC, and the computer time is
lengthy because the nonlinear estimation is invoked.
Therefore, this method is useful for ROI-based estima-
tion but is not practical for voxel-based estimation.

Subsequently, to achieve rapid estimation for recep-
tor mapping, a new method using basic functions (basis
function method; BFM), including parameter boun-
daries, was developed [28]. The nonlinear term C(f) ®
exp(—6;¢) in Eq. 6 is computed for a discrete 6, value
covering physiologically acceptable ranges prior to
parameter estimation. For each value of 0, 8, and 0, can
then be calculated by the linear least-squares technique,
which is much faster than the nonlinear one. In the simu-
lation study of Gunn et al. [28], there was essentially no
difference between NLS and BFM in terms of bias or
variance. However, when the noise level was high, NLS
was unstable and gave an unreasonably large value for
BP; these outliers are avoided with BFM because of the
parameter boundaries introduced in the exponential
term, i.e., 8;. This method is often used for neurorecep-
tor mapping with voxel-by-voxel estimation. Note that
the range of the 8, value must be selected to encompass
all plausible values for 6, governed by &, and BP, and so
this range needs to be set appropriately according to the
tracer.

Meanwhile, a two-step method of SRTM (SRTM2)
developed by Wu et al. [29] reduced noise in the param-
eter estimates for functional images by using a fixed
value for the clearance rate constant of the reference
region k,, because the true value of &, should not vary
across brain voxels. In functional imaging with SRTM2,
the three parameters of SRTM are estimated and k&, is
calculated from 6, = 6,k,” — 6,68, of Eq. 6 in all brain
voxels, and then a global k,” value is determined by
taking the median value of &, from all voxels except the
reference region and voxels with very low BP. Finally,
SRTM is applied to estimate BP and R, for all brain
voxels by fixing the k," value. Rapid calculation of func-
tional images for SRTM2 was also performed by BFM
in the same way as for SRTM. Wu et al. reported that
the global mean of k,” was slightly biased (2%—6%)), but
the median was unbiased (<1%) and was used as the
global value, and that the percent reduction in BP varia-
tion using SRTM2 compared with SRTM was 14%,
20%, and 10% for ["FJFCWAY, ["'Clflumazenil, and
["'CJraclopride simulation study of 60-min scans, respec-
tively. The magnitude of the improvement depends on
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the tracer’s kinetics. They conclgdgd that SRTM2 would J’T C(t)de J‘T C.(1)dt
be a useful method to reduce noise in functional receptor 0 = 0 +b for t>t* 9)

imaging.

As the conclusion of this section, the SRTM with
NLS is useful in ROI-based analysis because the estima-
tion time is bearable for application to several ROI-
derived TACs, there are few outliers at this noise level,
and no parameter setting is required. In voxel-based
estimation, SRTM with BFM is practical because this
method is computationally much faster and does not
give an unreasonable value. The reliability of BP esti-
mates by SRTM depends on the tracer, and when the
COV of estimates is large, the reduction of parameter
number with SRTM2 is worth consideration.

Graphical analysis

The graphical analysis of Logan without arterial input
function yields the distribution volume ratio (DVR) of
the target to the reference tissue [25]. It uses the radio-
activity concentration of the reference tissue without
specific binding C,, and k, value of the reference tissue
(k") to eliminate the plasma integral of Eq. 3. The equa-
tion of this graphical analysis is given by

T T

M= -[o G (ndt + D)/ k' +b for t>t*
c(m | MmO
0]
£

V. K k

g o )
k)’

The relation holds only after equilibration time ¢*, V,
and b are estimated as a slope and an intercept, respec-
tively, by using points after ¢*. V; represents the DVR
of the target (¥;) to reference tissue (V7), and if the two-
tissue compartment model is assumed for the target
region, ¥ can be expressed as Eq. 8. This method needs
k," value as an input parameter, and so it is necessary to
determine the &, value according to the tracer. In general,
this value is determined from the average k" in the refer-
ence region estimated in advance with the NLS method
using the one-tissue compartment model and arterial
input function. In the case of k," being very different
among individuals or diseases, determination of the
input &, value would require some caution.

If the radioactivity ratio between target and reference
tissue becomes reasonably constant after ¢*, DVR
can also be estimated without the use of k,” with Eq. 9
[25]):

c(ry F (D)

Meanwhile, in a multilinear reference tissue model
(MRTMO), k," is also estimated by LLS [30]. In this
method, three parameters, Vg, Vi/k,, and b are esti-
mated with Eq. 10:

T T
[0 y [ cwar A

C(T) R c(T)  kCAT) £>1
1 r 2 ™t

+b for

(10)

LGA without arterial input function is simple, it is
stable, and computer time is short as well. However,
there are also two drawbacks: noise-induced bias and the
determination of +* the same as LGA with arterial input
function. The statistical noise in PET data introduces a
bias, and several strategies have been proposed to reduce
this noise-induced bias by rearranging the equation of
(7) or (10) to multilinear form, called MRTM2 and
MRTM, respectively [31].

In these methods on the basis of LGA, BP or V.
cannot be estimated directly, but they can be estimated
from BP = V- 1 on the assumption that K /k, of the
target and reference region is equal, as is also used in
SRTM. For some tracers, this assumption is not feasible,
e.g., according to the heterogeneity of nonspecific
binding, and in this case, in the strict sense, absolute
assessment of BP is difficult [32].

Ichise et al. [31] compared the bias and variability of
these methods in serotonin transporter ligand [''C]DASB
studies, and reported that the bias of MRTMO was much
larger than others although the COV was smallest.
MRTM and SRTM reduced the bias, but then COV was
large. Thereafter, this large COV was reduced in MRTM2
and SRTM2 by fixing &,". Although the determination
of k," is necessary in these methods, they are useful for
voxel-based estimation.

Models described in this section are summarized in
Table 2.

Parameter estimation in irreversible model

[*F]2-fluoro-2-deoxy-p-glucose (FDG) has been used
widely to quantify the cerebral metabolic rate of glucose
(CMRGlIc, mg/min/100g) and the individual rate con-
stant parameters. The kinetic model for FDG is based
on the two-tissue compartment model as shown in Fig.
1 [33, 34], and if the dephosphorylation is ignored, i.e.,
k, is assumed to be zero, this compartment model
becomes irreversible. It has been reported that a three-
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