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Fig. 2. Schematic illustration of reflections. y,.: reflection from glass, y,.: reflection from the interface between glass and
tissue, y,: reflection from tissue surface.

same position for each of the sixteen frames. The attenuation was then determined from the amplitude
and thickness, and the sound speed was determined from the phase shift and thickness.

Figure 2 shows a schematic of pulse propagation in water, tissue, and glass surface. Equation (1)
shows the relationship between the frequency, amplitude, and phase due to interference between the
reflections from the upper and lower surfaces of the specimen.

Y=Y + Yp
= e_(a+j21_é£)d (1)
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where y,. is the received signal, y, is the signal reflected from the surface of the specimen, y, is the
signal reflected from the interface between the tissue and glass, f is the frequency, c is the sound speed
of the specimen, and d is the thickness of the specimen. The thickness was calculated at six regions in an
image. The average value of thickness was applied to all pixels for calculation of attenuation and sound
speed.

2.3. Sound speed scanning acoustic microscopy

Figure 3 shows a block diagram of sound speed microscopy for biological tissue characterization. A
single ultrasound pulse with a pulse width of 5 ns was emitted and received by the same transducer above
the specimen. The aperture diameter of the transducer was 1.2 mm, and the focal length was 1.5 mm.
The central frequency was 80 MHz, and the pulse repetition rate was 10 kHz. The diameter of the focal
spot was estimated to be 20 um at 80 MHz by taking into account the focal distance and sectional area
of the transducer. Distilled water was used as the coupling medium between the transducer and the
specimen. The reflections from the tissue surface and those from the interface between the tissue and
glass were received by the transducer and were introduced into a digital oscilloscope (Tektronics TDS
5052, USA). The frequency range was 300 MHz, and the sampling rate was 2.5 GS/s. Four values of the
time taken for a pulse response at the same point were averaged in the oscilloscope in order to reduce
random noise.

The transducer was mounted on an X-Y stage with a microcomputer board that was driven by the
computer installed in the digital oscilloscope through RS232C. The X-scan was driven by a linear
servo motor, and the Y-scan was driven by a stepping motor. Finally, two-dimensional distributions of -
ultrasonic intensity, sound speed, and thickness of a specimen measuring 2.4 x 2.4 mm were visualized
using 300 x 300 pixels. The total scanning time was 121 s.



264 Y Saijo et al. / Sound speed scanning acoustic microscopy for hiomedical applications

Uttrasonic reflection
Ultrasonic - 1
transduce Electric pulse
[ I Digital
AdBustic Pulse genemtorm oscilloscope
: ] with PC
Water e SSUE = —7‘
O . RS-232C

| 'CiRear 1| ]

w X-stage ; | |

| R Microcomputer Display |
board |

L N |

Y-stage | [ l

Fig. 3. Block diagram of sound speed scanning acoustic microscopy developed with collaboration between Tohoku University,
Toyohashi University of Technology and Honda Electronics Co. Ltd. in 2003.
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Fig. 4. Reflected waveforms (a) from the glass surface without tissue, and (b) from the tissue area.

2.4. Signal analysis [10]

The reflected waveforms are shown in Fig. 4. The waveform at the glass surface without the tissue
is shown in (a). This signal was used as a reference waveform. The decline of the glass surface was
compensated by measuring three different points in the glass area surrounding the tissue. The waveform
from the tissue area is shown in (b). Although the waveform contains two reflections at the surface
and at the interface of the tissue and glass, the two components cannot be scparated in time domain
analysis. Thus, frequency domain analysis was performed by analyzing the interference between the
two reflections. Intensity and phase spectra were calculated by Fourier transforming the waveform. The
spectra were normalized by the reference waveform. Figure 5 shows the frequency domain analysis of
the interfered waveform.

Denoting the minimum point in the intensity spectrum by f .. and the corresponding phase angle by



Y. Saijo et al. / Sound speed scanning acoustic microscopy for biomedical applications 265

o
©
1

\ |
|
i

NV

Normalized Intensity
[=) [=]
~ [~ -]

g
o
[

200~

150

100 —=
50 $in

— Joim

Phase (degree)

0_
20 40 60 80 100 120 140 160

Frequency (MHz)

Fig. 5. Frequency domain analysis of interfered waveform. f,,;.: the minimum point in the intensity spectrum, ¢ _;,:
corresponding phase angle.

®min» the phase difference between the two reflections at the minimum point is (2n — 1), which yields
2d
where d, g, and n are the tissue thickness, sound speed of water, and a non-negative integer, respectively.

Denoting the maximum point in the intensity spectrum by f ... and the corresponding phase angle by
@max, the phase difference at the maximum point is 2n7, which yields

2d
27r.fmax x a = Pmax + 2n7 (3)
The phase angles @in and ¢max can be expressed by
27r.fmin x 2d (i - l) = Gmin ' (4)
c ¢
27 f oy X 2d 1 _1 é (5)
w - - - = m
max o c ax

$INCe Pmin OF Pmax is the phase difference between the wave that travels the distance 2d with sound
speed c and the wave that travels a corresponding distance with sound speed c. By solving Egs (2) and

@,

co
= ——{¢min + (2n — D)7 ‘ (6)
47I'f min{ " ( ) }
is obtained for the minimum point. Solving Eqs (3) and (5) yields
_ Co
d= A7 f max (P + 207) ?
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for the maximum point. Finally, the sound velocity at each frequency is calculated as

_ l _ ¢min
°= (Co 47rfmind) (8)

(1 Pmax
o= (G- mr=a) 2

The specimen was first scanned by the conventional SAM, and the obtained image was compared with
an optical microscope image of the neighboring section. The same specimen was then scanned with
sound speed acoustic microscopy in order to visualize the same area. These two types of images were
broadly compared and the frequency-dependent characteristics of the amplitude and phase of a region of
interest were also compared.

3. Results

Figure 6 shows (a) optical microscopic image, (b) attenuation image from conventional SAM, (c) sound
speed image from conventional SAM, (d) intensity image from sound speed SAM, and (e) sound speed
image from sound speed SAM of a rat cardiac allograft model. Figure 6(a) shows that the left part (inner
part) is necrotic tissue with hyaline degeneration, and the right part (outer part) is normal myocardium.
In Fig. 6(b), the attenuation was 0.8 dB/mm/MHz in the necrotic tissue and 1.2 dB/mm/MHz in the
normal myocardium. In Fig. 6(c), the sound speed was 1580 m/s in the necrotic tissue and 1610 m/s in
the normal myocardium. An intensity image was generated by two-dimensional distribution of a peak
signal amplitude. As a result, the information of the image was different from that of the attenuation
image obtained using conventional SAM. In Fig. 6(e), the sound speed was 1580 m/s in the necrotic
tissue and 1610 m/s in the normal myocardium.

4. Discussion

In the present study, the entire image of a particular portion obtained using a conventional acoustic
microscope was compared with a corresponding image of the same portion obtained using a sound speed
microscope. The frequency dependency of amplitude and phase at the same ROI in a specimen was also
compared by the frequency variation and Fourier transform methods.

The sound speed image obtained by sound speed microscopy corresponded well to that obtained by
conventional SAM. Lesions with hyaline degeneration showed lower sound speed when compared with
that of normal myocardium. Frequency domain analysis of amplitude and phase by both methods also
showed similar characteristics. The data acquisition time of a frame was 8 s in conventional SAM
and 121 s in sound speed microscopy. However, more than ten hours were required to calculate the
quantitative values of attenuation and sound speed of an image by conventional SAM, while the same
calculation was performed in less than a minute by sound speed microscopy. Conventional SAM requires
a skilled operator, for example, to correct the tilting of specimens. The tilt is automatically corrected in
sound speed microscopy, and the interface is user-friendly and can be easily operated by medical and
pathological researchers.
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Fig. 6. (a) Optical microscopic image, (b) attenuation image of conventional SAM, (c) sound speed image of conventional
SAM, (d) intensity image of sound speed SAM, and (e) sound speed image of sound speed SAM, of a rat cardiac allograft
model. ROIs are shown in Fig. 6(c) and (e).

5. Conclusions

An acoustic microscope system that can measure the sound speed of thin slices of biological material
was developed. It was a unique acoustic microscope because it used a single pulse and the Fourier
transform to calculate the sound speed at all measuring points. Although the data acquisition time of a
frame was greater than that in conventional SAM, the total time required for calculation was significantly
shorter. The acoustic microscope system can be applied to intraoperative pathological examination.
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Abstract. Detailed information of real blood flows is essential to develop an accurate diagnosis or treatment for serious
circulatory diseases such as aortic aneurysms. Ultrasonic-Measurement-Integrated (UMI) simulation, in which feedback
signals from the ultrasonic measurement make the simulation converge to the real blood flow, is a key to solving this problem.
However, aliasing in the ultrasonic blood velocity measurement causes UMI simulation to converge to an erroneous result.
In this paper, we have investigated the detection and the correction of aliasing in UMI simulation. The artificial force in the
feedback of UMI simulation can be used as an index to detect the aliasing. We have proposed two ways for the correction
of the aliasing. Correction A, in which measurement velocity is replaced with the computational one at the monitoring point
where the aliasing is detected, substantially improves the accuracy of UMI simulation. Correction B, in which measurement
velocity is replaced with an estimated Doppler velocity, can provide exactly the same result as that of UMI simulation using
the nonaliased standard solution. Although correction B gives the most accurate result, correction A seems more robust and,
therefore, a beneficial choice considering the other artifacts in the measurement.

1. Introduction

Recently, many researches have focused on the relationship between circulatory diseases and hemo-
dynamics, such as the development, progress, and rupture of aneurysm and wall shear stress [1-4].
For elucidation, the numerical simulation of blood flow has been performed extensively using realistic
vessel geometries obtained by medical imaging techniques such as magnetic resonance imaging (MRI)
or computed tomography (CT) [5-9]. These studies have provided many insights into the relationship.
However, it is difficult for ordinary numerical simulations to exactly reproduce the real blood flow be-
cause of an inherent problem of specification of the boundary conditions as well as problem in modeling
of complex blood flow problems {6].

For the measurement of blood flows, ultrasonic diagnostic equipment is the most widely used for the
diagnosis of blood vessel diseases among all imaging technologies. It can non-invasively provide real-
time images of the blood flow and vessel configuration in vivo by color Doppler ultrasonography [10].

* Address for correspondence: Dr. T. Hayase, Institute of Fluid Science, Tohoku University, 2-1-1 Katahira, Aoba-ku, Sendai,
Miyagi 980-8577, Japan. Tel./Fax: +81 22 217 5253; E-mail: hayase@ifs.tohoku.ac.jp.
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(b)

Fig. 1. (a) Color Doppler image around a thoracic aneurysm (Center frequency fc: 4.4 MHz, Pulse repetition frequency [r:
4 kHz) and (b) that of UMI simulation.

However, the blood flow measurement is limited to the velocity component in the ultrasonic beam
direction or Doppler velocity, since it converts the Doppler shift frequency to the velocity. The blood
flow is visualized by color Doppler image which displays colors of graduated intensity, blue for flow
away from the probe and red for flow approaching the probe for instance, superimposing on the B-mode
image, which shows the configuration of the blood vessel wall with gray scale, as shown in Fig. 1(a).
Unfortunately, it is difficult to recognize the exact three-dimensional structure of the blood flow from the
color Doppler image.

Tn order to solve those problems both in numerical simulation and in measurement as described above,
Ultrasonic-Measurement-Integrated (UMT) simulation has been proposed by the present authors [11]. Tt
integrates the color Doppler ultrasonography and numerical simulation and makes it possible to reproduce
the blood flow on a computer. During the computational process, feedback signals are generated from
the difference between the output signals of the measurement and those of the computation, and are
added to the simulation to compensate for the difference. In the former study [11], the characteristics
of UMI simulation are studied in a two-dimensional model problem, showing that the result of UMI
simulation in feedback domain rapidly converges to the standard solution, even with usually incorrect
upstream boundary condition. We also carried out UMI simulation with feedback from real color Doppler
measurement and showed good agreement with measurement. In that study, it is observed that UMI
simulation follows the measurement data cven if it includes the aliasing as shown with white arrow in
Fig. 1(b). In fact, the reproduction of aliasing is not desirable since the aliasing region originally shows
incorrect data.

In the color Doppler ultrasonography, aliasing occurs in the region where Doppler velocity exceeds
the limitation of the measurable velocity. As a result, aliasing region is displayed with incorrect color
in the color Doppler image. The elimination of the aliasing is a serious issue for accurate quantification
of regurgitation of heart valves in the cardiovascular diagnosis and many methods have been proposed
for this problem [12-14]. Fan et al. [13] proposed a new technology termed Quantitative Un-Aliased
Speed Algorithm Recognition (Quasar), which employs two color Doppler imaging with two different
ultrasound frequencics simultancously and compute a new operating frequency bascd on the difference
between the two phase shifts for each frequency. Though it allows the measurement of high blood
flow velocities accurately during transesophageal color Doppler ultrasonography, it cannot follow the
disturbed flow. Stewart [14] performed iterative curve fitting of the jet including the aliasing to a
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Fig. 2. Block diagram of Ultrasonic-Measurement-Integrated simulation.

mathematical model derived from the jet theory, and distinguished the nonaliased velocities from the
aliased ones in steady trial. However, it is difficult to construct the mathematical model when the
geometry is complicated or the flow is disturbed.

In this paper, the detection and the correction of the aliasing in UMI simulation are proposed. Mag-
nitude of the feedback in UMI simulation is used as index in determining the aliasing. Two methods
are proposed for correction of aliasing. Validation of the proposed methods is examined with a simple
two-dimensional model problem for blood flow in an aorta with an aneurysm. A standard solution is first
defined as a model of real flow. Aliasing is introduced to the standard solution. The UMI simulation is
carried out with the aliased standard solution applying two correction methods after detection of aliasing.
For the verification of the effectiveness by the presented algorithms in UMI simulation, UMI simulation
without correction, the ordinary simulation and UMI simulation with nonaliased standard solution are
also performed.

2. Method to correct aliasing in UMI simulation
2.1. UMI simulation

Ultrasonic-Measurement-Integrated (UMI) simulation is a kind of flow observer to reproduce the real
blood flow numerically [15]. The UMI simulation consists of numerical simulation and measurement of
blood flow with color Doppler ultrasonography as shown in Fig. 2. During the computational process,
the difference between color Doppler images obtained by measurement and simulation is fed back to the
numerical simulation. The UMI simulation allows not only reconstruction of the color Doppler image
but also the determination of the velocity vectors and the pressure distribution in detail. The following
is a brief explanation of this methodology in 2-dimensional formulation. Detailed description is given
in another article [11].

As described above, measurement data is obtained by the color Doppler ultrasonography. It can
provide real-time images of the anatomy and the blood flow structure simultaneously. The configuration
of the blood vessel wall in vivo is reconstructed as a B-mode image from time delays and magnitudes of
the ultrasonic echo. In addition to that, the blood velocity component in the ultrasonic beam direction,
namely the Doppler velocity, is measured by the Doppler shift frequency. For the visualization of the
blood flow. the frequency shifts are converted to colors of graduated intensity as shown in Fig. 1(a).

In the numerical simulation, the governing equations are the Navier-Stokes equations for incompress-
ible and viscous fluid flow,

du

1
5 = —(u- gradju+ Ev% — gradp, (1
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and the equation of continuity,
divu =0, )

where u = (u, v) is the velocity vector and p is the pressure. They are discretized by means of the finite
volume method and are solved with an algorithm similar to the SIMPLER method [16]. In SIMPLER
method, z-directional momentum equation is expressed as

u; = (EBju; + S;) /B + di(pi — pi-1), €))

where (X Bju;) means the summation of the four values circumfusing u;. By substituting Eq. (3) and
similar equations for y-directional momentum to the integrated form of the equation of continuity, the
pressure equation is obtained as

a;p; = ¥a;p; + Spi, @)

where (Xa;p;) means the summation of the values at four adjacent nodes. The notations of the parameters
in Eqs (3) and (4), as well as supplementary pressure correction equations and velocity correction
procedure in SIMPLER method are explained in a reference [17].

In order to compensate for the difference between the computation and the measurement, feedback
signals are applied to the governing equations in the form of source terms. The feedback algorithm
consists of feedback to the velocity and pressure fields as follows. As a feedback signal, the artificial
force f, proportional to the difference between Doppler velocities of the measurement and the simulation
is applied to the Navier-Stokes equations in the direction of the ultrasonic beam. The force f, is calculated
by the following equation:

fo = —Kup(Ve — Vs)may AS, )

where K, is the feedback gain (nondimensional), u] .. is the maximum average flow velocity of the
blood flow at the upstream boundary, and AS is an interfacial area of the control volume. Here, the
artificial force f, accelerates the fluid to reduce the error in velocity and increases the pressure of the -
control volume through the pressure Eq. (4). Hence, the other additional feedback signal s, is introduced
to the pressure equation as the source term to counteract the effect of artificial force f,.

sp=—Kpp(Ve — V,)AS, ‘ (6)

where K, is the feedback gain for the pressure (nondimensional).

The calculation of the feedback signal is illustrated in Fig. 3. The purpose of the feedback is to
force the velocity u, obtained by numerical simulation to converge to the real flow velocity u; obtained
with ultrasonic diagnostic equipment. The Doppler velocities of the numerical simulation and the
measurement, V, and V, are the projection of u. and u, in the ultrasonic beam direction (a chain line in
Fig. 3), respectively. If the computational result V. is smaller than Vg, the artificial force f,, has a positive
value and accelerates the fluid in the ultrasonic beam direction in UMI simulation to reduce the error.
The force f, is decomposed to the z-directional component f,, and the y-directional component f,,
which are added to the control volumes of w(%, j) and v(, j) in the Navier-Stokes equation, respectively.

For the evaluation of UMI simulation, we define the average error norms & 5 for an arbitrary variable
a, which is the velocity component u, v, V, the velocity vector u or the pressure p as follows:

n(@) = 5 3 o [ loen(t) — am(tlit, | %
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Fig. 4. Schematic diagram of (a) repeated pulse of ultrasound, (b) power spectrum, and (c¢) Doppler shifi.

where N is the total number of the monitoring points, T is the characteristic time, | - | is the absolute
value for scalar variables or [; norm |u| + |v| for the velocity vector u, ayax is the characteristic value
for normalization: amax = .y for velocity or amax = pulZ,, for pressure. Subscript cn corresponds
to UMI simulation, and sn to the measurement, respectively. In the subscripts “cn” and “sn”, n is the
index of the grid point.

The UMI simulation is specified by the combination of gains (K, K,). Note that the special case
with K, = K, = 0 corresponds to the ordinary simulation without feedback. The values of the gains
(K, Kp) arc determined so that the average error norms €y (a) of some specified variables takes the
minimum value over a number of trial computations. The improvement of the computational accuracy
by UMI simulation is also evaluated using € 5 (a) of some specific variables.

2.2. Correction of aliasing

Aliasing is a serious error in Doppler measurement resulting in an incorrect magnitude and direction
of the velocity. Figure 4 explains the cause of the aliasing. Repeated pulses of ultrasound are emitted
from the probe as shown in Fig. 4(a). This ultrasound has a power spectrum with center frequency f¢
and pulse repetition frequency interval fg as shown in Fig. 4(b). In the Doppler velocity measurement,
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the Doppler velocity is calculated from the Doppler shift frequency fp as shown in Fig. 4(c). In case
that the Doppler shift frequency f, exceeds one half the pulse repetition frequency (f z/2), it is regarded
as the Doppler shift from the adjacent frequency (f” p) and therefore, it leads to the Doppler velocity
with incorrect magnitude and direction. Therefore, the measurable Doppler velocity V' is expressed as

Vinin € V < Vipasx, ®

where Vipax and Viin are the positive and negative threshold values of measurable Doppler velocity,
respectively, and those are determined according to the pulse repetition frequency f r as shown in Eq. (9).

cfr
Vinax = 75—
4fc cos b
___c¢cfr ©)
i 4fc cosf

where c is the acoustic velocity and 6 is an irradiation angle of ultrasound to the blood flow. In the case
that V is larger than V., the Doppler velocity is regarded as Vinin + (V' — Vinax) With the opposite
direction. In the case that V is smaller than V,,;, a similar occurs.

In the former study [11], it was observed that the intensity of the feedback signal | f,| becomes very
large in the region where the aliasing occurs. Here, we use the feedback signal f,, for the detection and
the correction of the aliasing. In case that the artificial force f, calculated by Eq. (5) at a monitoring
point is in a normal range,

fmin < fv < fma.x, (]O)

where fmin = KypVininlimaxAS and fmax = KppVinaxUmaxAS, fv is used for the feedback in UMI
simulation with no corrections. In contrast, if f, is outside the normal range, f, < fimin O fmax < fo,
it is regarded as an unnatural force in the opposite direction due to the aliasing of measured Doppler
velocity. In this case, we introduce two ways of correcting the measured Doppler velocity V, in the
feedback in Egs (5) and (6) as follows.

Correction A: The measured Doppler velocity is replaced with calculated value as

V, =V, an

Correction B: The measured Doppler velocity is replaced with the estimated Doppler velocity considering
the effect of the aliasing as

Vo=V, (12)
where

_ Vmax - (Vmin - VS) (fv < fmin < 0
Ve a {Vmin - (Vma.x - Vs) (0 < fma.x < fv) ' (13)

For example, in case that the f, is smaller than the negative threshold value fmin, the Doppler velocity
V, is thought to take the incorrect negative value because of aliasing. We convert the velocity to the
positive value by Eq. (13), and apply the feedback signal there using the recalculated positive artificial
force f,.
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Table 1
Computational conditions
Heart rate 0.87 Hz
(52 beat/min)
Cardiac cycle T 1.15s
Cardiac output 9.17 x 1075 m3/s
(5.5 /min)
Entrance flow 6.42 x 1075 m?%/s
(3.85 Vmin)
Average velocity at maximum flow rate ., 0.74 m/s
Entrance vessel diameter D 2825 x 1073 m
Kinematic viscosity v 4.0 x 1076 m%/s
5.0x10* , . . T ——712
40x10™ - J1.0
3.0x107 ¢ 108
o 40.6
a2 20x10° ¢ -
E‘ 404 =
S 1.0x10° o2
0.0 0.0
-1.0x10% : : : : 02
0.0 0.2 04 0.6 0.8 1.0
t[s]

Fig. 5. Time variation of flow volume in descending aorta and of cross-sectional average flow velocity at upstream boundary.
3. Numerical simulation of correction of aliasing
3.1. Formulation

In this section, we investigate the effectiveness of the proposed method to detect and correct the
aliasing signal using the feedback intensity in UMI simulation. For that purpose, we carry out UMI
simulation using a simple two-dimensional model problem for blood fiow in the descending aorta with an
aneurysm. The shape of blood vessel is obtained by transesophageal ultrasonography with an ultrasound
device (SONOS 5500, Philips Medical Systems, Andover, MA, USA) with transesophageal ultrasonic
transducer (T6210, Philips Medical Systems, Andover, MA, USA). Table 1 summarizes parameters used
in this computation. Among them, heart rate and cardiac output are measured during the ultrasonic
measurement. Cardiac cycle T’ is calculated from the heart rate. The upstream shape of the blood vessel
is assumed to be cylindrical in order to determine two-dimensional inlet velocity profile according to
the three-dimensional time varying flow rate data, and the diameter D is calculated from the image.
We assume that 30% of the cardiac output flows into the branches and that the remaining 70% (6.42 x
10~% m3s~!) flows into the descending aorta referring to the blood flow measurement data [18]. The
variation of the flow rate g is modeled as shown in Fig. 5 according to the MR measurement by Olufsen
et al. [19]. Blood is assumed to be a Newtonian fluid with density p = 1.00 x 103 kgm~3 and dynamic
viscosity s = 4.0 x 1073 Pas.

All the values are nondimensionalized with the diameter of the blood vessel D, the cross-sectional
average velocity unyax at the upstream boundary for the maximum cardiac output, and the kinematic vis-
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Fig. 6. Computational grid and monitoring region in which monitoring points for feedback are arranged.

cosity v of the blood. From here on, the same symbols are used for both dimensional and nondimensional
values without confusion.

In order to define a two-dimensional computational domain, the B-mode image of the blood vessel
obtained by ultrasonic diagnostic equipment is digitized to extract the cross-scctional surface manually,
and the pixel data is allocated in a staggered grid system with uniform grid spacing as shown in Fig. 6.
In this research, we introduce a grid of 65 x 40 points in z and y directions with grid spacing of 1.487
% 1073 m in each direction, compromising between the reproducibility of the vessel shape and the
computational time. The origin of the ultrasonic beam, where ultrasound is emitted from the probe, is
set at the same position as the measurement [see the center of a sector in Fig. 1(a)].

First, we perform a numerical simulation to obtain a standard solution, or a model of real blood flow.
The velocity profile at the upstream boundary in calculating the standard solution was determined from
a three-dimensional steady blood flow simulation in the extended blood vessel consisting of ascending
aorta, aortic arch, descending aorta and abdominal aorta with commercial computational fluid dynamics
software (FLUENT 6.1.22, Fluent Inc., Lebanon, NH, USA). In the steady numerical simulation with
FLUENT, inflow velocity is set at 20 cms ', which is the mean value of blood velocity in the aorta.
At the downstream boundary of the standard solution, a free-flow condition (9/dn = 0, n: coordinate
normal to the boundary) is applicd, and a no-slip condition is applied to the blood vessel wall. The
adequate residual at convergence and the maximum iteration number are respectively determined as 1
x 107> and 300 after test computations. It is noted that the condition to obtain the standard solution
is the same as that of the former paper [11] except that Poiseuille flow is assumed at the entrance in
the previous study. In this paper, we apply the other velocity profile as shown in Fig. 7 at each time
step in order to calculate under more realistic condition. After the computation of the standard solution,
aliasing is artificially introduced in the standard solution, setting the threshold values, Vi, and Vigiy,
and processing all Doppler velocity data not to excess the threshold vales in manner of wraparound the
Doppler velocity scale.

For UMI simulation, the uniform velocity profile is applied at the upstream boundary. The other
computational conditions are the same as that of the standard solution. In the UMI simulation, discrepancy
caused by the incorrect upstrcam boundary condition is compensated for by the feedback action and the
result approaches that of the standard solution in the region of feedback. In this study, we define the
rectangular arrangement of monitoring points for the feedback covering the ancurysm which consists of
all 325 points in the white rectangular region as shown in Fig. 6 to reproduce the blood flow in the region.
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Fig. 7. The z-directional velocity profile at the upstream boundary.
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Fig. 8. Variation of Doppler velocity of nonaliased or aliased standard solution at monitoring point R.

The representative monitoring point R, where the aliasing is observed in the aliased standard solution, is
also chosen in the monitoring region to observe the variation of any variables.

3.2. Results and discussion

The numerical simulation to obtain the standard solution takes more than 26 cardiac cycles to converge
to the periodic oscillation. We define the standard solution as the repetition of the result in the 26th
cardiac cycle. Figure 8 shows Doppler velocity of the standard solution at point R (see Fig. 6).

First, we investigated the detection of the aliasing. Based on the method described in previous section,
we artificially introduce aliasing for this standard solution. In this study, the threshold values of Doppler
velocity, Viyax and Viiy, are set &+ 25 cms™! (0.392 in the nondimensional value). In Fig. 8, horizontal
lines mean the nondimensional threshold values. :

Figure 9(a) shows three snapshots of the color Doppler image in the monitoring region (white rectan-
gular region in Fig. 6) in one cardiac cycle for the standard solution in which aliasing is introduced. In
the preceding two images, the aliasing can be observed. The regions where the aliasing is introduced
are shown with volume rendering in Fig. 9(b). The blue regions mean the exceeding the upper threshold
value, the red region means below the lower threshold value, and the green lines mean the vessel wall.
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Fig. 9. Distribution of variables in the monitoring region in one cardiac cycle: (a) color Doppler images at { = 0.15 s in
acceleration phase, and ¢ = 0.40 s and 0.80 s in deceleration phase, (b) volume rendering of aliasing region, (c) feedback
intensity in the first cardiac cycle of UMI simulation using aliased standard solution at the same timing as that of (a), and (d)
volume rendering of the region where aliasing is detected by UMI simulation with correction B.

In the vicinity of the time step number 21 (¢ = 0.21 s) at which maximum flow rate occurs, the aliasing
regions spread in the upstream and downstream area of the monitoring region.

The UMI simulation is performed using the aliased standard solution. The optimum combination of
gains (K, K}) is determined as (0.4, 0.4) to minimize the average error norms €y (u) of the velocity
vector based on the result of the former research [11]. All UMI simulations described below are carried
out with these values of gains. The instantancous feedback intensity | f, |, which is the average absolute
value of the artificial force f,, during a time step in the first cardiac cycle as shown in Fig. 9(c) becomes
relatively high in the region where aliasing occurs in Fig. 9(a). By using this unnatural feedback signal
as the index of the aliasing, we performed UMI simulation with correction. The area where the aliasing
is detected by UMI simulation with correction B is shown in Fig. 9(d). Figure 9(d) completely agrees
with Fig. 9(b), implying that all aliasing introduced regions arc detected correctly.

Correction of aliasing in UMI simulation is evaluated as follows. Color Doppler image of the
nonaliased and aliased standard solution at peak flow (t = 0.21 s) are shown in Fig. 10. Here, note that
the maximum and minimum values of the color bar do not correspond to Vi, and Viyin, respectively,
to emphasize the difference in the color Doppler images clearly. Corresponding color Doppler images
of UMI simulations are shown in Fig. 11. Figure 11(a) shows the color Doppler image obtained without
feedback of UMI simulation (ordinary simulation), and Fig. 11(b) and (c) show those of UMI simulations
without correction of aliasing and with correction B, respectively. Since the applied upstream boundary
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(a) (b)

Fig. 10. Comparison of (a) color Doppler image around an aneurysm at peak flow of standard solution without aliasing and (b)
that with aliasing.

(a) (b) (c)

Fig. 11. Comparison of (a) color Doppler image around an aneurysm at peak flow of UMI simulation without feedback (ordinary
simulation), and (b) and (c) those of UMI simulations without correction of aliasing and with correction B, respectively.

condition is not so different between the standard solution and UMI simulations, Figs 10(a) and 11(a) are
similar to each other, but the different color pattern is visible in the aneurysm. The color Doppler image
of UMI simulation without correction at peak flow [Fig. 11(b)] shows an erroneous result. In contrast,
UMI simulation with correction B [Fig. 11(c)] correctly reproduces the standard solution [Fig. 10(a)].
The result of UMI simulation with correction A is similar to that of correction B showing good agreement
with the standard solution, although it is omitted here because of page limitation.

Variation of the velocity components and the pressure at point R in one cardiac cycle is shown in
Fig. 12. The velocity components of the ordinary simulation with dotted line are different from those of
the standard solution with bold line. UMI simulations with correction A and B, which almost overlap
each other, closely converges to the standard solution, while the UMI simulation without correction
shows the result completely different from those of the standard solution and even worse than the

_34_
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Fig. 12. Comparison of periodic solutions of (a) z-directional velocity u, (b) y-directional velocity v, (c) Doppler velocity V,
and (d) pressure p at monitoring point R. The UMI simulations used the aliased standard solution.

ordinary simulation. At the point R where the results are observed, the aliasing occurs from¢ = 0.11 s
to 0.30 s. However, the timing when the error against the standard solution enlarges is earlier than { =
0.11 s. This is because the result at the point R is affected by the aliasing data which is fed back to UMI
simulation at the other monitoring points. The influence of the aliasing on the result is also observed
at the other monitoring points where aliasing does not occur through one cardiac cycle, skewing the
velocity components from those of the standard solution and perturbing the pressure.

For the quantitative comparison between these results, the average error norms calculated by Eq. (7)
are summarized in Table 2. The UMI simulation using aliasing data with no correction does not improve
the computational accuracy comparing to those of the ordinary simulation. On the other hand, the results
of UMI simulations with corrections A and B improve the computational accuracy about the velocity
vectors. Correction A is simple to apply and provides results similar to that of correction B. It is noted that
UMI simulation with correction B gives the result exactly the same as that of the UMI simulation with
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Table 2
Comparison of average error norm
u v 14 P
Standard solution 0 0 0 0
Ordinary simulation 1 1 1 1
UMI simulation using aliased data
— with no correction 2758 1.625 1373 29.086
— with correction A 0.447 0.212 0.180 1.787
— with correction B 0369 0.162 0.136 1.031

UMI simulation using nonaliased data 0.369 0.162 0.136 1.031

the nonaliased standard solution, which is the best result in UMI simulation in terms of the reproduction
of the standard solution. The errors in the velocity components are reduced by the application of UMI
simulation to 37% for u, 16% for v, and 14% for V of those of the ordinary simulation. Here, the
accuracy of the y-directional velocity component v is more improved than the z-directional velocity
component u since the origin of the ultrasonic beam is located in the y-direction of the monitoring
region, and therefore, Doppler velocity V' includes more information of v than ». In contrast, though
the error of the pressure becomes large when UMI simulation is carried out, it is not a crucial problem
because those values are very small as seen in Fig. 12(d).

In the present model problem, aliasing can be detected from the instantaneous feedback signal f,
in UMI simulation, and aliasing can be corrected with two correction methods. Considering the false
recognition of the fully disturbed flow as the aliasing or the effect of the other artifacts, UMI simulation
with correction B may lead incorrect results due to its correction process. On the other hand, UMI
simulation with correction A only prevents all suspect data from being introduced into UMI simulation,
and there is no possibility that the application of feedback contrary lead UMI simulation to the incorrect
results. Hence, correction A can be thought to give a more robust method useful for practical applications.

4, Conclusions

In this paper we investigated the detection and the correction of aliasing of ultrasonic blood velocity
measurement in Ultrasonic-Measurement-Integrated (UMTI) simulation. A UMI simulation was per-
formed for a two-dimensional model problem using a standard numerical solution with and without
artificially introduced aliasing. Aliasing causes UMI simulation to differ from the standard solution
and the error may be greater than that of ordinary simulations. The artificial force in the feedback of
UMI simulation can be used as an excellent index to detect the aliasing. We proposed two ways for the
correction of the aliasing: correction A, in which measurement velocity is replaced with the computa-
tional one at the monitoring point where the aliasing is detected, substantially improves the accuracy
of UMI simulation; and correction B, in which measurement velocity is replaced with an estimated
Doppler velocity at the point, can provide the same result as that of UMI simulation using the nonaliased
standard solution. Though correction B yields the most accurate result, correction A seems more robust
and, therefore, a beneficial choice considering the other artifacts in the measurement. The present study
revealed the potential of UMI simulation to improve the accuracy of the original ultrasonic measurement.
For future work, we will extend the proposed method to three-dimensional problems and the application
to the real color Doppler ultrasonography in order to develop advanced medical diagnostic and treatment
equipment.
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Abstract

Purpose. A system for luminal contour segmentation in
intravascular ultrasound images is proposed.

Methods. Moment-based texture features are used for clus-
tering of the pixels in the input image. After the clustering,
morphological smoothing and a boundary detection process
are applied and the final image is obtained.

Results. The proposed method was applied to 15 images
from different patients, and a correlation coefficient of 0.86
was obtained between the areas of lumen automatically and
manually defined.

Conclusion. Moment-based texture features together with
the radial feature are powerful tools for identification of the
lumen region in intravascular ultrasound images. Morpho-
logical filtering was useful for improving the segmentation
results.

Keywords ultrasound - texture - image segmentation

Introduction

Cardiovascular pathologies are one of the main causes of
mortality in the Western world. Atherosclerosis, a disease of
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the intima layer of the artery, represents the essential char-
acteristic of arterial pathologies.! Atherosclerosis consists of
lipids, complex carbohydrates, blood cells, fibrous tissues,
and calcified deposits forming a plaque that occludes pro-
gressively the lumen of the artery. When occurring within
coronary arteries, the consequences of this pathology can be
dramatic, such as myocardial infarct, because the function
of these arteries is to irrigate the cardiac muscle.'

A number of imaging modalities exist to help diagnose
coronary artery diseases. Among them, X.ray coronary
angiography and intravascular ultrasound (IVUS) repre-
sent the most commonly used diagnostic tools. Selective
coronary angiography provides projectional X-ray images
of contrast-filled coronary vessels and has been clinically
used for several decades. Although it provides detailed
images of the vessel lumen, it offers no information about
the coronary wall. IVUS is a relatively new technique that
offers image information that is complementary to that pro-
vided by angiography. It generates cross-sectional images of
the lumen, plaque, and vessel wall.

Segmentation of deformable structures is a common pro-
cessing problem in medical imaging. For example, coronary
artery atherosclerosis severity is mainly deduced from the
degree of vessel stenosis induced by the atherosclerotic
plaque formation.'” This is generally estimated from IVUS
images by segmenting and measuring the lumen area and
by referencing it to the total cross-sectional area of the
vessel. With the majority of TVUS systems, this work is gen-
erally performed manually. However, as manual tracing is
time-consuming, many research groups have worked on
developing semiautomatic and automatic segmentation and
analysis methods in IVUS images as well as angiography.'™"

Brusseau et al.” developed a fully automatic method for
luminal contour segmentation in IVUS images based on an
active contour that evolves until it optimally separates
regions with different statistical properties. Their system
used a phase-array transducer and achieved a high level of
accuracy. However, no mention was made of the widely
used rotating systems.

Bovenkamp et al.® developed an automatic multiagent-
based system for luminal contour segmentation. Each agent



