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Fig. 10. Example of simulated
incision in case of 2, 4, and 6%
tension

around incision become the modeling targets and 8.4 s is re-
quired for constructing the stiffness matrix. The localization
scheme reduces modeling cost and gives valid estimation
based on physical characteristics of soft tissues. This ap-
proach allows the user to input the incision interactively and
to simulate accurate FEM-based deformation after several
seconds.

Next, we confirm quality and performance of FEM-
based deformation of incision using the proposed virtual
hook model with four or eight control points. As shown in
Fig. 11, deformed incision depends on the number of control
points. In case of (b), smooth incision is provided. However,
even in the eight control point case, the shape of incision
seems not to follow the hook shape. Since the control points
become boundary condition to the FEM model, the deforma-
tion results are influenced by their placement on the model.
Although more accurate simulation results are obtained using
a detailed hook model, increase of control points becomes
drawback to real-time deformation. In case of Fig. |1, the
calculation time per one frame was 1.91 and 7.54 ms, re-
spectively. Because large incision is estimated to be at most
40 cm in surgery, this quality and performance are valid for
specific planning use.

Clinical trial

Thirdly, field trials were given with four cardiovascular sur-
geons using the developed system and clinical CT dataset.
Figure | 2 illustrates a hybrid virtual body reconstructed from
an aortic arch aneurysm case. The chest wall consists of tetra-
hedral mesh and other parts like bone, aorta, and heart are
voxels.

Table 1 Comparison of mesh modification techniques

Increase of elements  Subdivision pattern

(Average)
Model 1 (General) 16 1
Model 2 8.6
Model 3 56 11
Model 4 (Adaptive) 48 2

2D CT images were first presented to the surgeons.
The surgeons discussed the best approach by the con-
ventional way used in the current preoperative planning.
Three standard approaches: Median incision approach, inter-
costal incision approach, and distal incision approach were
considered. Consequently, two surgeons selected median
incision approach and the other surgeons selected intercostal
approach.

To support discussion for these two approaches, the de-
veloped planning system was used. The surgeons rehearsed
procedures in approaching the target aneurysm region. Cut-
ting line was given on the 3D virtual patient model and
incision was opened interactively. Figure 12(a) illustrates
the planned median incision and the estimated surgical field.
The simulation results show that median incision approach
is easy to palpate aortic arch around the aneurysm for grasp-
ing sclerosis status. However, a part of distal aneurysm
cannot be observed. Thus, the surgeons confirmed sev-
eral key points that require careful treatment in surgery.
Figure 12(b) shows the intercostal incision approach and
the estimated surgical field. Although this approach en-
ables surgeons to recognize whole shape of aneurysm, it
also suggests a possibility of removing the costal. The sur-
geons compared the two approaches using simulation results
and determined intercostal incision approach is better based
on the relationship of the aneurism region and the surgical
field.

We also gave another experiment, which is totally vir-
tual preoperative planning of minimally invasive direct coro-
nary artery bypass grafting (MIDCAB). Surgeons gave

Deformation of incision using four and eight control points
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Fig. 12 Results of strategic
approach planning of aorta
aneurysm surgery. (a)
Rehearsing midline incision
approach and estimated surgical
field. Aneurysm is partly
observed. (b) Intercostal
incision approach. Aneurysm is
grasped without bone. (¢)
Surgical approach selected in
virtual MIDCAB planning.
Anastomotic point is located at
the center of surgical field

cutting lines for approaching the region and the target point
where an internal artery is connected was visualized on the
3D patient model. Four different approaches were proposed
(Fig. 12(c)). The surgeons carefully observed relationship
of the target point and incision and selected one best ap-
proach. The target point of the selected approach is located
in the center of the surgical field. The surgeons used this
factor to determine the best approach and adjusted inci-
sion by rotating or enlarging the virtual body. These re-
sults show the reconstructed surgical field is efficient to
discuss fine adjustment of incision in minimally invasive
surgery.

Charactenistic evaluation

Finally, characteristic evaluation was given based on the re-
sults of the field trials. Each surgeon marked one to five points
to six questions on a questionnaire. The first three questions:
3D shape, location, and quality of the simulated surgical field
are selected as functional requirements for strategic planning.
Planning effect, crisis recognition, and overall necessity are
also examined in order to evaluate availability of the total
system.

The averages of the points are designated in Fig. 13.
The results assure that the simulated images of the sys-

tem are sufficient to grasp 3D shape and location of

the organs in the surgical filed. However, as a result

o
‘2] Springer

of discussion with the surgeons, they require more de-
tailed image of other minute organs and tissues such as
coronaries and nerves. From this viewpoint, they com-
mented the increase of overall applicability of the sys-
tem required to improve visual quality of anatomical
information.

Discussion

The result of evaluation demonstrates that the developed
system simulates procedures for setting up surgical fields
and efficiently supports planning of surgical approach. On
the other hand, several issues on the system are also revealed.

In this paper, uniform value is used for elastic parameters
(e.g., springs and their tension) of the model. For improving
reality of interactive cutting, detailed parameter setting is re-
quired considering topology of the mesh. However, resetting
all parameters of particle systems is time-consuming task
and is not always necessary because deformation of incision
is still small during cutting manipulation. After cutting op-
eration, accurate deformation of incision is provided based
on finite element formulation.

Although the developed framework employs a linear finite
element model for performing accurate simulation results,
deformation of incision by surgical hooks become large es-
pecially in open surgery. In this case, the linear elastic model
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Fig. 13 Characteristic evaluation of the strategic planning system

is not sufficient due to non-linear anisotropic characteristics
of soft tissues. In order to simulate such physical behavior,
several methods [29] have been reported.

Regarding functions of the planning system, several pro-
cedures (e.g., ablation) in setting up surgical fields are
skipped. This assumption is effective under the condition that
the target organ does not change its position drastically like
in minimally invasive surgery or in some cases of thoracic
surgery. To improve applicability of the system. influence of
both organ—organ interaction and ablation process should be
handled.

Consequently, our future direction is to improve quality
and performance of the physics-based framework and to ex-
amine validation of the system through clinical trials.

Conclusion

This paper first proposes an adaptive physics-based frame-
work that simulates both interactive cutting and accurate
deformation on reconstructed virtual bodies.

The framework modifies tetrahedral mesh via cutting ma-
nipulation, and then constructs stiffness matrix required for
finite element-based simulation. This adaptive subdivision is
simple for implementation and efficiently reduces increase of
elements. In addition, the fast computation scheme provides
valid solution for simulating widespread soft tissue cutting
interactively.

A deformable incision model using a virtual hook enables
widespread deformation in real time, and simulates construc-

tion of estimated surgical field. Improving simulation quality
using online finite element modeling is effective to achieve
realistic estimation of intra-operative physical behavior for
preoperative planning.

Using the proposed methods, we developed a strategic
planning system that supports decision of surgical approach,
and applied measured clinical dataset of an aortic aneurysm
case. Some experiments and usability tests made it clear
that the system contributes to grasping 3D shape and lo-
cation of the target organs. These results confirm that the
developed system efficiently supports detailed planning of
patient-specific surgical approaches.
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surgical
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nowledge of soft-tissue bioelasticity
is essential to medical practitioners
in making a successful diagnosis and
skillfully carrying out surgical pro-
cedures, such as palpation or handling surgical
tools. Intraoperative palpation, for example, lets
clinical medical practitioners determine the med-
ical status of the body’s organs, so it's essential
that practitioners understand soft tissue’s physi-
cal characteristics. Currently, general bioelastici-
ty training is conducted in a “learn by doing”
approach during daily medical work. This
approach, the traditional style of clinical educa-
tion, offers few chances for practice in clinical
fields. Consequently, it's difficult for students to
gain systematic experience in dealing with a wide
variety of diseases or rare cases.
In this article, we describe how we construct-

1070-986X/06/$20.00 € 2006 IEEE

ed haptic media to represent the specific physical
behavior of a beating aorta for instructing intra-
operative palpation in cardiovascular surgery, We
analyze the results of a communication sequence
during a user study that involved skilled cardio-
vascular surgeons and students who trained on
haptic interaction using our virtual, deformable
models. The study tested this method’s effective-
ness in communicating both key elasticity prop-
erties and the means of manipulation required to
master palpation. It's difficult to determine an aor-
ta's bioelasticity, especially in cases such as sclero-
sis. Therefore, both the approach we created and
the quantified knowledge gained during our study
will be useful indices for the future development
of haptically valid anatomical models.

We chose this area to investigate because cur-
rently, there’s no training environment provid-
ed for intraoperative palpation despite its being
a basic technique that all cardiovascular sur-
geons need to master. Another reason is that the
aorta palpation procedure is simple and is per-
formed with a simple push of a finger. Because
current force-feedback devices, such as SensAble
Technologies’ Phantom (http://www.sensable.
com), ably support the push operation, the only
additional requirement for creating a realistic
interaction environment is a valid physics-based
aorta model.

Background: Surgical training methods

Virtual reality (VR)-based surgical simulators'”
have emerged as possible practical environments
for residents to attempt repetitive training in sur-
gical procedures. Physics-based models have been
developed for simulating visual and haptic feed-
back of virtual organ manipulation.*'* Recent
studies report that simulator-based training helps
improve the results of actual surgery.'s"”

Some of these haptic simulators, targeted specif-
ically at palpation training, are designed to support
bioelasticity knowledge acquisition.** In fact, we
too have developed palpation simulators,®” which
concentrate on modeling beating behavior and
organ-organ interaction in human bodies. In gen-
eral, these simulators require more accurate haptic
displays than the training simulators used in tool
manipulation, such as suturing, !

More work, however, remains to be done to
advance palpation simulators so they can be used
effectively in training. The main obstacle lies in
developing valid anatomical models because of
the difficulty in accurately specifying organs’
elasticity. Output from simulations varies accord-

Published by the IEEE Computer Society
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ing to physical parameters and the complexity of
the virtual organs that are being manipulated.
Techniques for modeling patient-specific elastic-
ity haven’t yet been established; consequently,
it's difficult to create accurate models for diseased
organs. In addition, the effectiveness of training
using haptic simulators must be further evaluat-
ed so that researchers can understand and
improve simulator performance.

On the other hand, instruction by skilled
medical practitioners has traditionally played a
large role in the education of patient-specific elas-
ticity. In practical situations, experts sometimes
communicate images that are difficult for resi-
dents to conceptualize by referring to similar,
known elastic objects. This approach is an accept-
ed method of teaching, but verbal communica-
tion alone, without hands-on experience, isn't
sufficient for effectively transferring knowledge
on tissue elasticity. Therefore, an optimized edu-
cation process requires a combined approach
using both simulation and skilled instruction. If
an expert’s knowledge on bioelasticity could be
efficiently transferred to trainees via a computer-
assisted environment, trainees would learn key
elasticity skills, including those needed for dis-
ease and rare-case scenarios.

Researchers have made some headway in
developing haptic communication between
experts and trainees. Haptic teaching systems
developed in other fields focus mainly on tool
manipulation™™ and are used to teach trajecto-
ry and applied force, especially in the field of
handwriting. Satoshi Saga and colleagues'* have
proposed a haptic video system, which replays
the force history acquired from an expert’s
manipulation. These approaches support the
instruction of tool manipulation rather than pro-
vide a simulation environment where objects are
manipulated. In manipulating elastic objects,
such as during a surgical procedure, a surgeon
feels reaction force other than that resulting from
the tool’s position. Consequently, a surgeon’s

Elastic model
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Knowledge
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education in physical behavior of elastic objects
must include both haptic interaction and physi-
cal modeling of the object under manipulation.

In our study, we aimed to establish a commu-
nication support environment for transferring
knowledge on bioelasticity using virtual anatom-
ical models. Figure 1 shows the basic concept. We
propose an interactive system that lets skilled
medical staff instruct residents or medical stu-
dents in organ bioelasticity by haptic interaction
with the models. In our deformable media
approach, virtual models are used to transfer elas-
tic information from experts to trainees. The elas-
tic information is stored quantitatively as part of
the model’s physical parameters. In a simple
process, experts set up the model according to
their experience, and trainees learn how to per-
ceive the elastic information by attempting sur-
gical procedures on the same model.

Supporting communication on
bioelasticity

Medical practitioners generally learn objects’
elasticity through attempting to recognize their
physical behavior by conducting haptic interac-
tion maneuvers, such as direct hand manipulation
or varying the manner of contact. Practitioners
also learn bioelasticity properties associated with
specific diseases by touching and manipulating
tumors in daily medical work.

Basic principles

To advance current training methods and
techniques, practitioners require a platform on
which medical procedures can be practiced. This
platform—haptic media—should serve to let
experts share their knowledge and trainees con-
duct self-study in the virtual space. Here, we out-
line the basic design, and the two primary tasks,
of our proposed environment:

1. Expert sets virtual model elasticity. Experts sim-
ulate medical procedures on the virtual

Figure 1. Basic concept.
Elastic models support
commumnication
between experts and
trainees as deformable
media. Experts transfer
their elasticity
knowledge onto the
models and trainees
study the elastic
behavior through
haptic interaction.
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Figure 2. Intraoperative
palpation in total
aortic arch replacement
surgery. Surgeons push
or pinch the aorta’s
surface wth one or two
fingers to identify the
sclerotic region for
diagnosis and overall
strategy planning.
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model. The feedback reaction force and defor-
mation help the expert perceive the model's
elasticity and compare with previous experi-
ence. If the elasticity differs from the expert’s
expectation, the expert changes the model’s
physical parameters. When the model'’s phys-
ical behavior matches the expert’s expecta-
tion, the elastic parameters are stored, which
completes this task.

2. Trainee leams virtual model elasticity. In this task,
trainees experience the model's elasticity by
repeatedly performing the same manipulation
that the experts carried out in the first task.
Over time—which might involve a trainee’s
conducting the same procedure once every few
days—the trainee acquires a stable perception
of different conditions, and recognizes the elas-
ticity relating to a specific situation.

Virtual aorta palpation system design

For discussion purposes, we've considered a
total aortic arch-replacement surgery. In such a
surgery, surgeons must perform intraoperative
palpation of the aorta to establish the tissues’
elasticity. Surgeons do so because they need to
identify the sclerotic region to determine the
overall surgical strategy required to deal with the
tumors (see Figure 2). Because the nature of the
sclerotic region cannot be ascertained from visu-
al information, such as texture and 3D shape
alone, surgeons—using one or two fingers—push
or pinch several points of the aorta.

To provide practitioners with an interactive
environment enabling them to rehearse realistic
palpation procedures, we first need a clear
description of how interaction with the virtual
model should occur. Furthermore, it's essential
to engineer realistic visual and haptic feedback.
Specifically, the aorta model must aptly simulate
both autonomous beating and volumetric distri-

bution of elasticity equivalent to that of the scle-
rotic status of real-life tissue. Additionally, to
accurately model the surgeon’s manner of palpa-
tion, the haptic interface should support both
one- and two-finger manipulation. Finally, the
interactive modeling interface should allow sur-
geons to modify physical parameters based on
their empirical bioelasticity knowledge.

On the basis of these requirements and addi-
tional discussions with cardiovascular surgeons,
we've designed a virtual aorta palpation system
(see Figure 3). The system visualizes a 3D aortic
arch model as a polygonal object in the virtual
space. Users control two sphere-shaped manipu-
lators via two Phantom haptic devices—model
Premium 1.5. The manipulators represent the 3D
positions of a user’s thumb and index finger,
respectively. The Phantom’s collision detection
algorithm responds to any interaction between
the manipulators and the model, while the
physics-based simulation algorithm calculates
the reaction force and deformation using the
contact points and manipulators’ current posi-
tions. The Phantom device conveys the calculat-
ed reaction force to the user and displays the
deformation result on the screen as a transfor-
mation of the 3D model. The Phantom haptic
device also lets surgeons interactively update the
model's elasticity and boundary conditions when
the physical behavior differs from the surgeons’
expectations. We provide a graphical user inter-
face that supports elastic modeling and manages
given physical parameters.

To simulate the physical behavior of a beating
aorta while maintaining a haptic-compatible
refresh rate, we propose new finite-element-based
computation methods. Although many studies
have concentrated on developing various kinds
of physics-based models,®'s the finite element
method (FEM) is known to be the most accurate
computational model for simulating the biome-
chanical behavior of elastic soft tissues. Although
FEM-based simulation provides accurate and sta-
ble deformation, however, it carries a high cal-
culation cost. To allow real-time interaction with
a volumetric-deformable object, Morten Bro-
Nielsen and Stephane Cotin have proposed a
condensation technique.” This technique reduces
the size of a stiffness matrix in the preprocessing
stage and performs real-time simulation for
detailed objects. More recently, Koichi Hirota
and Toyohisa Kaneko have achieved fast compu-
tation of reaction force by using an efficient
translation of a matrix calculation.™



Although most previous studies didn't try to
simulate dynamic behavior like pulsation or beat-
ing status, our previous study detailed the 3D
anatomical shapes and approximate time series
pressure required to realistically represent the
haptic feedback of heartbeats.® In the study,
we've used these features to create haptic-
deformable media to represent a beating aorta’s
dynamic behavior during cardiovascular surgery.
Our proposed FEM-based computation methods
then calculate the reaction force and biome-
chanical deformation that reflects the internal
pressure induced by the user’'s manipulation.

Physics-based modeling of a beating
aorta

Physics-based simulation requires a 3D shape
with elastic information of the target organ.

3D shape and elasticity modeling

To construct our virtual aorta model, we
acquired images of patients’ aortas from com-
puterized tomography or magnetic resonance
imaging techniques. We extracted a 3D region of
the aorta from voxels and divided them into
finite tetrahedra. Each tetrahedron represented a
part of the 3D region of the aorta and also its par-
ticular physical parameters: Young's modulus
and Poisson’s ratio, which are measures of elas-
ticity. We used the volumetric grid topology and
physical parameters to calculate a stiffness
matrix, enabling finite-element-based simula-
tion. We categorized all vertices, based on three
different boundary conditions, into fixed ver-
tices, internal wall vertices, and other free ver-
tices. Fixed vertices represented tissue that
connects or contacts other organs. Internal wall
vertices represented the aorta’s beating, holding
dynamic force by a time series of blood pressure
data. We represented the condition of arterial
sclerosis by setting a high Young’s modulus to
the desired region.

We created a virtual 3D shape of a normal aor-
tic arch from the Visible Human Male data set.”
Using Mercury Computer Systems’ Amira 3.1
modeling software (http://www.amiravis.com),
we reconstructed the aorta surface and generat-
ed tetrahedral grids. Figure 4 illustrates the con-
structed aortic arch model. The total number of
the vertices was 1,651. The edge vertices of the
3D model, which simulated connection to the
heart and other vessels, were defined as fixed
because these areas didn’t move in actual palpa-
tion. Each vertex was represented as a small
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Figure 3. Overall framework for the simulation system developed for

instructing palpation of the aorta. Surgeons and residents used this system to

rehearse realistic palpation procedures on the virtual aorta model. Skilled
surgeons conveyed their bioelasticity knowledge by modifying the model

elasticity.

Aortic arch model

Sclerotic region

sphere colored according to its boundary condi-
tion, shown in Figure 4.

The system we developed also provided an elas-
tic modeling interface to support flexible parame-
ter setting by skilled surgeons. The view of the
virtual space contained a 3D bounding box (see
Figure 4) whose shape and 3D position were con-
trolled interactively using a slider bar and edit box
in the graphical user interface. We also prepared
several shape templates such as spheres and cubes.
This interface let surgeons modify the model elas-
ticity and boundary conditions as needed.
Following this interactive elasticity modeling, the
system automatically updated the stiffness matrix
by running matrix generation algorithms.

Figure 4. The aortic
arch model. The 3D
shape was acquired
from the Visible
Human Male data set.
A high Young's
modulus was given to
tetrahedral elements
in the sclerotic region
using a 3D bounding
box. The colors of
vertices represented
boundary conditions.
Red vertices were
“fixed,” green vertices
were “internal wall,”

and blue vertices were
“free” for deformation.
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Figure 5. FEM-based
computation model for
a beating aorta: (a) 3D
shape; (b) aorta
expansion after higher
pressure exerted; and
(c) the result of
external force applied.
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Haptic interaction

The collision-detection algorithm, in con-
junction with physics-based simulation, enabled
virtual palpation to be performed on the aorta
model. The algorithm handled the intersection
between the model’s fingertip manipulators and
the tetrahedral grids, for which we employed
proxy-based haptic rendering methods.?"* The
algorithm was based on point-polygon collision
detection, which, despite being a simplification
of a real aorta, was sufficient to handle the basic
interaction of a surgeon'’s fingertips touching the
aortic wall in real surgery. The main challenge of
this study was to simulate and describe interac-
tion with a deformable object that's subject to
autonomous beating.

Figure 5 outlines the basis of our haptic inter-
action model for aorta palpation. A 2D cylinder
cross-section approximately illustrates the aortic
wall. When blood pressure was applied to the
wall (depicted in Figure 5a), the FEM-based sim-
ulation responded by expanding the 3D shape.
The higher the pressure applied, the larger the
expansion, as Figure 5b shows. The system pro-
vided simulation results at discrete time steps,
effectively modeling the aorta wall’s autonomous
beating. In addition, when an external force ini-
tiated a small displacement in the aorta model,
the reaction force was calculated and conveyed
to the user’s fingertips via the Phantom devices,
indicated in Figure Sc.

Cardiovascular surgeons reported that, during
a palpation procedure, they avoid pinching the
aortic wall too hard to avoid damaging soft tis-
sues and to minimize the aorta's deformation.
Therefore, our proposed model assumed that
internal blood pressure wasn't affected by surgi-
cal palpation, evidence that linear finite element
models were a good approximation for real-life
aorta palpation.

FEM-based computation

We based our calculation method—to simu-
late the reaction force and deformation of a beat-
ing aorta—on linear elastic theory. Assuming that
the internal force is in equilibrium at each dis-
crete time step, the relationship between external
force and displacement on an elastic object is
defined by f'= Ku where, on all vertices, u is dis-
placement and fis external force, including blood
pressure. K denotes the stiffness matrix of the
object constructed by grid topology and physical
parameters (Young's modulus and Poisson ratio).
The K matrix can be efficiently reduced by con-
densation” and elimination of the fixed vertices
in the preprocessing stage. This expression is sim-
plified to u = Lfusing the condensed inverse stiff-
ness matrix L, which defines the physical
relationship between the external force fand the
displacement u on the surface vertices.

To represent autonomous beating and to sim-
ulate the physical behavior of the user’s interac-
tion, we divided the surface vertices into three
groups: contacted vertices, internal wall vertices,
and other free vertices. Contacted vertices are
directly displaced by the user’'s manipulation.
Internal wall vertices are affected by the time
series of blood pressure. Equation 1 expands u =
Lf by using the initial letters of categorized ver-
tices to represent the coefficients of the matrices.

u .1 LAF
u |=(L, L, L ||f.
L AL I A (1)

where f; denotes blood pressure that's applied to
the internal wall vertices and u, is displacement
of the contacted vertex manipulated through the
Phantom haptic device. Considering that f is
constant zero, the relationship between u,, f, and
f-is described as u, = L f; + L_f,. Consequently, f,
is given as . = L. Y(u. - L.f).

Accordingly, f; is external force on the contact-
ed vertex, and —f; is reaction force conveyed to the
user. Note that we can obtain L, and L, by pre-
computation because both are defined by Young's
modulus and Poisson'’s ratio. We calculate L, and
L, for all free vertices and perform a refresh rate of
more than 1,000 Hz to maintain stable force feed-
back. The dynamic transition of f; at discrete time
steps lets us present haptic feedback of the beating
aorta under the effects of time series blood pres-
sure. Applying f; to Equation 1 provides the dis-
placement u, on other free vertices.



Evaluation and user study

In this section, we describe the virtual palpa-
tion system’s operation, example results, and
outputs, We then present the design of studies
that evaluate the effectiveness of our system in
supporting communication on bioelasticity.

System verification

We processed the computation algorithms on
a standard PC with a Pentium 4 2.4-GHz CPU
and 1,024 Mbytes of memory. We optimized the
matrix calculation on the CPU with Intel’s Math
Kernel Library.

Our first step was to confirm the visual and
haptic quality and performance of the developed
system with cardiovascular surgeons. In this
experiment, we set Young’s modulus of the nor-
mal model to 1.0 megapascal (MPa), that of the
sclerotic model to 3.0 MPa, and the Poisson’s
ratio to 0.48, based on the measured data for a
normal aortic wall that we’d obtained previous-
ly.# Later, we explain how we tested the model’s
physical characteristics, compared to the empiri-
cal knowledge of skilled cardiovascular surgeons.

Figure 6 shows how the user interacted with
the virtual system and gives an example of the
deformation that occurred in the virtual aorta
following pinching with two fingers. The user
touched two manipulators in real space with the
tips of the Phantom devices that were worn on
the fingertips (bottom-left image). These manip-
ulators translated the position of the fingertips to
the model aorta in the virtual space. In Figure 6,
we highlight the virtual position of the fingertips
(top-left image) that corresponded to the finger-
tips’ real position (bottom-left image).

Next, we tested the accuracy of the model in
simulating both normal and sclerotic aorta con-
ditions. The proposed FEM-based model simu-
lated reaction force and deformation for an aorta
subjected to time series pressure. Figure 7 shows
the relationship between a dynamic transition of
the reaction force and the applied time series
blood pressure when the aorta wall was subject-
ed to a specific displacement by the fingers. We
programmed two regions of the virtual aorta,
each with a different state (normal and sclerotic).
The two different regions showed different
absolute values of reaction force and beating sta-
tus for the same given displacement. The sclerot-
ic part did not reproduce the pulse with as great a
magnitude as the normal part. These phenome-
na were similar to that observed by Haruo Okino
and colleagues.”® Thus, our model simulated real-

Figure 6. Real-time
deformation in
palpating the virtual
aorta. Two
manipulators
controlled by two
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istic haptic feedback reflecting the dynamic phys-
ical behavior of both a normal and a sclerotic
aorta wall.

The developed model had 1,651 vertices, which
provided sufficient visual quality to represent the
3D shape of an aortic arch. In this case, the calcu-
lation time was (.08 ms for force feedback and 0.5
ms for deformation. These times confirmed that
the proposed calculation methods achieved a suf-
ficient refresh rate to handle deformable virtual
media with autonomous beating.

User tests

As we explained, the system's role was to sup-
port the communication of knowledge on aorta
bioelasticity. We categorized this communication
in three separate procedures and planned three
user studies to test how well the system support-
ed this communication, basing each experiment
on each of the following hypotheses:
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B Elasticity modeling. 1f experts knew the aorta’s
correct tissue elasticity during palpation and
the system provided a valid elasticity-model-
ing environment, we could set up the virtual
aorta with identical given elasticity.

B Elasticity recognition. If haptic interaction with
the virtual media effectively supported com-
munication on bioelasticity, trainees would be
able to recognize the given elasticity more eas-
ily than with other training methods.

B Learning elasticity. If the system supported
instruction of a specific bioelasticity, trainees
would be able to learn the given elasticity
through continuous repetition of the palpa-
tion procedure.

We focused on two elasticity conditions that were
considered key in intraoperative aorta palpation:
normal tissue elasticity and the threshold elastic-
ity that's regarded as sclerotic. Cardiovascular sur-
geons have to learn both elasticity conditions to
identify the sclerotic region and determine the
overall surgical strategy. In the next three sec-
tions, we describe the results of the user study.

Elasticity modeling

First, we examined the capability of the sys-
tem to carry out elasticity modeling of the virtu-
al aorta, working with eight skilled surgeons from
the Department of Cardiovascular Surgery at
Kyoto University Hospital. We prepared 20 aorta
models with the same 3D shape (shown in Figure
4) but different levels of stiffness. We set the uni-
form elasticity of each model by changing the

input parameter of Young's modulus, which var-
ied from 0.2 MPa to 4.0 MPa. The Poisson’s ratio
was set as 0.48. In advance of the experiment, we
allowed the surgeons a few minutes of practice
time during which they attempted the palpation
procedure at leisure to accustom themselves to
the virtual environment.

For the study itself, the surgeons conducted a
normal palpation procedure on the 3D virtual
aorta. If the physical behavior and reaction force
differed from their expectation of how a normal
aorta should have behaved, we changed the
model elasticity accordingly. They repeatedly pal-
pated the models and selected the one that most
realistically simulated the elasticity of a normal
aorta. The same procedure was used to determine
the threshold elasticity that should have indicat-
ed sclerosis in real surgery. We randomized the
order in which the surgeons tested the different
models. The same palpation point on the model
was used for all surgeons.

Figure 8 shows the statistical results for the
models that were selected for normal and sclerot-
ic elasticity conditions. The left-hand graph shows
there were only two different models, 1.0 MPa and
1.2 MPa, which the surgeons deemed to corre-
spond to their experience of a normal aorta.
Specifically, five surgeons selected the 1.0-MPa
model; three chose the 1.2-MPa model. Next, the
right-hand graph in Figure 8 shows the results of
selection for the sclerotic aorta. The graph suggests
that anything over 3.0 MPa corresponded to scle-
rosis, according to the experience of the surgeons.
These results lead us to the following insights:

B A virtual aorta with a Young's modulus
between 1.0 MPa and 1.2 MPa effectively dis-
plays the physical behavior of a normal aorta.

§ A virtual aorta having a Young's modulus of
over 3.0 MPa simulates sclerotic status.

B All skilled surgeons recognize the absolute
elasticity of normal and sclerotic conditions
by touch. This means that elasticity is the
most important information to communicate
when trainees try to master the palpation of
an aorta.

The surgeons who evaluated our system
reported that manipulating the virtual model
using the two Phantom devices was comparable
to the experience of real surgery. Also, they stat-
ed that they experienced a realistic reaction force



following adjustment of the model’s physical
parameters. In addition, a sufficiently small dis-
agreement arose among the surgeons in choosing
the models that best represented normal and scle-
rotic conditions of the aorta. These results indi-
cate that our system enabled virtual palpation
that effectively mirrored the real-life procedure.

Elasticity recognition

As shown in the first experiment, the ability
to recognize the elasticity of normal and sclerot-
ic aortas is important. In our second experiment,
we aimed to confirm that haptic interaction with
a deformable media was useful for bioelasticity
training. We initiated a study with 18 medical
students who hadn't experienced palpation of a
real aorta and examined their ability to recognize
different elasticity conditions.

Ten of the virtual aorta models used in the
previous experiment were again prepared and
the students performed virtual palpation in the
same manner. Again the elasticity ranged from
0.2 MPa to 2.0 MPa. Some time was given for the
students to become accustomed to manipulation
and the manner of touching the model in virtu-
al space. Then, each student was asked to select
the model, which they thought best represented
a real-life normal aorta. We prepared the students
for making their selection under the following
conditions.

Condition 1: No information. The medical
students had only experienced the elasticity of a
cadaver’s aorta during their medical training and
had not received any specific instruction on aorta
elasticity prior to starting the experiment.
Because the elasticity of a cadaver is totally dif-
ferent from that of a living body, they had no
experience of an in vivo aorta and, in selecting
from among our models, had to imagine what a
real aorta would feel like.

Condition 2: Verbal information. The stu-
dents underwent instruction from cardiovascu-
lar surgeons who described the physical
characteristics of a normal aorta using both brief
explanation and rubber hoses as a physical rep-
resentation of aorta elasticity. This technique is
a conventional teaching method.

Condition 3: Haptic instruction. The med-
ical students were given 1 minute to become
familiar with the elasticity of a normal aorta by
carrying out virtual palpation on our developed

0.8

Elasticity (MPa)
=

0.6
0.4

0.2
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Condition 1 Condition 2

system. The 1.0 MPa value was specified as the
Young's modulus of this “normal” virtual aorta.

Figure 9 illustrates the statistical results for the
elasticity of the models that the students select-
ed. The statistical analysis (F-test) result shows
significant difference between the conventional
means of instruction (condition 1 and condition
2) and simulator-based instruction (condition 3).
The distribution of the graph at condition 2 still
shows a large spread. This result shows that ver-
bal communication alone isn't an effective
means for students to learn the elasticity of a spe-
cific aorta condition, because students have an
existing expectation of the elasticity that can’t be
altered simply by hearing what it should feel like.
The graph of condition 3 is close to a normal dis-
tribution, and more than 80 percent of the stu-
dents selected models with elasticity between 0.8
MPa and 1.2 MPa. This result demonstrates that
haptic interaction using our system is an effec-
tive method for enabling students to recognize
the normal stiffness of the virtual aorta model.
Furthermore, the Young’s modulus of 1.0 MPa
had been configured by expert surgeons in the
previous experiment, meaning that the students
effectively experienced the elastic characteristics
of an in vivo normal aorta through virtual pal-
pation. We only conducted the second experi-
ment employing the normal aorta because verbal
representation isn’t generally used to describe a
sclerotic aorta in clinical work.

Learning elasticity
In this third, final experiment, we tested the
effectiveness of learning elasticity through virtu-

Condition 3

Figure 9. Statistical
results of elasticity
recognition of a 1.0-
MPa normal aorta
model in three cases:
conventional
instruction (condition 1
or 2) and simulator-
based instruction
(condition 3). (The
asterisks indicate
significant statistical
difference between the
two data values.)
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Figure 10. Virtual palpation learning curve for the normal model. The target
was 1.0 MPa. The spread narrowed and the median selection approached

1.0 MPa over time.
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Figure 11. Virtual
palpation learning
curve for the sclerotic
model. The target was
3.0 MPa. The spread
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Compared to Figure 10,
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selections.
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al palpation. The second experiment had demon-
strated that haptic instruction is an efficient
means of enabling elasticity recognition, but to
master palpation, students must memorize the
critical elasticity they encounter during the pro-
cedure. Therefore, our study needed to further
examine whether students were able to retain
their knowledge of elasticity. In this last experi-
ment, we aimed to provide students with a learn-
ing curve, in the form of a month-long course of
training. We carried out the simulator-based
learning based on the following conditions:

1 The participants were 10 students who hadn't
previously experienced a real aorta through
touch.

B For each participant, seven trials were con-
ducted, occurring approximately twice a week.
The total experimental period was 23 days.

B Each trial consisted of two steps: testing and
learning. Participants completed both steps at
every trial.

B Test stage: Participants were asked to select the
aorta models that they believed to be normal
or sclerotic, from 20 aorta models with
Young's modulus between 0.2 MPa and 4.0
MPa, based on their current bioelasticity
knowledge.

B Learning stage: The correct normal (1.0 MPa)
and sclerotic (3.0 MPa) aorta models were
revealed. Examinees were given a few minutes
to try to learn the elasticity of the models
through virtual palpation.

B The palpation point on the aorta model was
fixed throughout the experiment.

Figure 10 shows the selection data over the
course of the third experiment in which the stu-
dent participants attempted to choose the nor-
mal aorta. The spread of the participants’
selections clearly narrowed over time, and the
median eventually approached 1.0 MPa. Our sta-
tistical analysis (T-test) reveals a significant dif-
ference in the spread between the first and third
trials, and the second and third trials. These
graphs demonstrate that several separate training
opportunities effectively contribute to learning
the stiffness characteristics of the normal aorta.

Figure 11, which shows the selection data for
the sclerotic condition, suggests that haptic
instruction using the developed system is effec-
tive. However, there is a wider spread in the
selections, compared to the learning curve in
Figure 10. This tendency is consistent with what
is known about human perception, in that
human haptic sensitivity to relative physical
behavior is proportional to the logarithm of
absolute stiffness.

Final remarks
In evaluating the results of our experiments, we
discuss how the efficacy of realistic VR-based pal-



pation might be further improved. First, to
achieve a real-time refresh rate, we simplified the
physical behavior of an in vivo aorta by ignoring
some essential functions. We didn't consider the
effects of local pressure or blood flow, and simu-
lated continuous autonomous beating with
discrete time-series blood-pressure data. For non-
complex 3D aorta models, the blood pressure
applied to the internal walls was assumed to be
constant and independent of local position. The
advantage of this simplification was that it aided
fast calculation for valid haptic feedback and let
us reproduce key soft-tissue behavior (for exam-
ple, pulsation and elasticity) in virtual palpation.
Our model achieved a refresh rate of more than
1,000 Hz in the reaction force calculation owing
to our simplification of boundary conditions and
inverse matrix calculation.

Another simplification was to reproduce the
dynamic force of autonomous beating using a sta-
tic FEM model. The variance in elasticity between
the model and real life was small, and the sur-
geans who evaluated our system agreed that it
demonstrated realistic force feedback and graph-
ical deformation for the palpation procedure.

Although VR-based surgical simulators pro-
vide an effective training environment in clini-
cal training, the representation and validation of
specific bioelasticity behavior remains a problem.
Both our proposed bioelasticity communication
support environment and the quantified knowl-
edge gained during our study will be useful
indices for the future development of haptic
anatomical models.

The approach we followed is potentially
applicable to other virtual organ models that
require a multiphysics simulation. We suggest
that more detailed modeling, especially focused
on a number of specific diseases and morbid
stages, will be carried out as future work. This
work will contribute to the compilation of prac-
tical instruction courseware. MM
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Abstract: This study introduces an objective method of identifying medical complications based only on Hospital
Information System (HIS) data. To identify medical complications, we established a rule, prepared HIS data, and
applied the rule to the data. If an accurate count of medical complications can be made, this could become one
clinical indicator for evaluating the quality of risk management in clinical care.
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1. Background

One of the important tasks in the risk management of
clinical care is to minimize the rate of medical
complications. The number of medical complications
should be a major clinical indicator for evaluating the
quality of risk management in clinical care. We can
determine the quality of risk management by
comparing the indicator relatively and absolutely.
However, there is no objective method for obtaining
accurate numbers of medical complication cases. Here,
we developed a method to calculate these numbers
using only data stored in the Hospital Information
System (HIS).

2. Objective

We chose one medical complication—shock symptom
with intravenous application of contrast media during ¢
omputed tomography (CT) examination. Severe grade
of this complication occurs in 0.04% cases with non-io
nic contrast media’’. This study aimed to construct a m
ethod for extracting such medical complication data us
ing only HIS data.

3. Methods

This study was conducted in three steps [Figure 1
(1)—~(3)]. First, we established a heuristic rule for
identifying patients who may have suffered shock
symptoms after interviewing one radiologist and one
emergency physician (1). Next, we prepared HIS data
to test the ability of the rule to identify patients who
may have had the complication (2). HIS consists of
two types of data: clinical data and accounting data.

We decided to use accounting system data first and to
use clinical data if necessary. Lastly, we identified
patients who may have had the complication by
applying the rule to the data (3). Then, we checked
whether the patients really had the complication by
surveying their clinical records, thereby evaluating the
rule.
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Figure 1. Overview of this study

4. Results
Identifying rule

The identifying rule is shown in Figure 2.



Patients {
who {

are given an antihistamine or steroid by 1.V. or
at the time of CT examination without any

orders — (1)
} and {
use oxygen
} and {
have no surgery

} on the day of CT examination with contrast media

}and {

who are not given an antihistamine or steroid three

days before or after the day of the CT examination

Figure 2. Identifying rule

Applying the identifying rule to data

First, we applied the rule to data stored in The
University of Tokyo Hospital's accounting system
between 1 April 2003 and 31 March 2004. We had to
alter the rule so that it applied to accounting data only.
For example, we need to ignore “without any orders”
from line (1) in Figure 2 and interpret the line as “are
given an antihistamine or steroid by LV, or at the time
of CT examination” because we cannot recognize that
the antihistamine or steroid is administered “with some
orders” or “without any orders” from the accounting
data. The number of identified patients who may have
suffered the complication using only accounting data is
shown in Table 1.

Table 1. Using only accounting data

1 Apr.
2003-31 Mar.
2004

Period of time

Total number of CT examinations with

contrast media 14,253

Number of patients who may have

suffered the complication 2

Actual number of patients who suffered
the complication

3

J

Next, we added data stored in the inpatient injection or
der entry system to recognize the administration of an
antihistamine or steroid as “with some orders” or “with
out any orders” and applied the rule strictly. The result
of applying the rule to the HIS data is shown in Table 2
. The number of patients who may have suffered compl
ications decreased from five to four.
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Table 2. After using the inpatient injection order entry

system data
1 Apr.
Period of time 2003-31
Mar. 2004
Total number of CT examinations with 14.255
contrast media sl
Number of patients who may have 4
suffered the complication
Actual number of patients who suffered 3
the complication J

4. Discussion and Conclusion

Since accounting rules are the same throughout Japan,
we should be able to apply the method presented here
to data in the accounting systems of other hospitals
easily. This is a great advantage of using accounting
data first.

As shown in Table 2, one patient was misidentified as
suffering  complications. The cause of the
misidentification was the administration of a steroid to
prevent shock symptoms. This type of error is difficult
to avoid using accounting data only because the system
does not record time. The system records the date only.
Inputting additional clinical data would be able to
resolve this problem.

To use the number of patients who may have suffered
complications as a clinical indicator, we must first
obtain the actual number of such patients and evaluate
the precision and recall of the identifying rule. This
will be the next stage of our study.

In the present study, we presented a computational met
hod for identifying medical complications based only o
n HIS data and successfully identified patients who suf
fered medical complications.
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Abstract: Analyzing the compound effects of harmful chemicals is difficult using statistical methods because massive
computational power is required. We examined whether hypotheses could be generated using an association rule to examine the
relationships between the blood concentrations of three harmful chemicals (A, B, and C) and clinical symptoms, after using
categorization to reduce the volume of data. The application of an association rule mining algorithm revealed a relationship
between (a) dermatological symptoms and high concentrations of chemicals A and B and (b) ophthalmological symptoms and
the concentration of chemical A. Our study demonstrates that data mining of categorized data can be used to generate new
hypotheses about the relationships between harmful chemicals in blood and clinical symptoms.

Keywords—Data mining, Association rules

1. INTRODUCTION

Harmful chemicals cause a variety of clinical
symptoms. Methods to elucidate the relationships
between harmful chemicals and clinical symptoms
have not been established, and the analysis of the
compound effects of harmful chemicals is particularly
difficult using statistical methods because massive
computational power is required. By contrast, data
mining can be used to analyze large volumes of
clinical data [1], because this method can handle many
variables simultaneously, which is difficult to do using
statistical methods. However, data mining is essentially
an exploratory analytical method and cannot be used to
test hypotheses. This is particularly problematic for the
interpretation of clinical data, which requires expert
analysis [2]. Dimensional reduction and data reduction
are crucial for efficiently obtaining good rules of
association [3]. In this study, we demonstrate that the
application of a novel method of data categorization to
reduce the computational power required for analysis
can be used to generate hypotheses about the relations
between harmful chemical concentrations and clinical
symptoms.

II. METHOD

We analyzed data collected over a period of three
years from 795 patients who were suspected of having
been exposed to harmful chemicals. The data included
the presence or absence of different clinical symptoms
(dermatological, dental, and ophthalmological) and the

blood concentrations of three harmful chemicals (A,

A

B, and C). The results of clinical and laboratory
examinations were included in the analysis as 241
individual items (Table 1). To eliminate dignity

weighting, we only covered the data of each people's

oldest year to become one-person one record, and theni

t became 381 records.

Given the large number of variables to be analyzed

and the requirement that symptoms be analyzed as

objective and explanatory variables, we applied an
association rule mining algorithm using Teradata

Warehouse Miner (NCR Japan, Ltd).

Table 1. Examination number of items

blood chemistry 52
Internal medicine 55
Dermatology 21
Dentistry 108
Ophthalmology 5
Total 241

To reduce the computational calculations, we
categorized the data as follows. First, we only included
data that were anomalous, because we focused on the
relationship between anomalous symptoms and
harmful chemical concentrations. Second, in order to
reduce the amount of calculation, we converted three
variables that described the blood concentrations of
chemicals A, B, and C into a single variable by
combining the high and Jow concentrations of each
chemical; we thus considered the compound effects of
each chemical. To categorize a concentration as high or



low, we used upper and lower tertile, respectively. We
then created a data set for all patients [personal
identification number (ID), anomalous symptoms, and
combination of harmful chemicals] and applied the
association rule mining algorithm. In order to find
whether there is any internal-organs singularity with
each substance, rules contain the combination of three
kinds of symptom were considered. To evaluate the
association rules that were obtained, we use the
confidence and support values and the lift.

Even if a support value is especially low in a
medical field, it is thought that the rule is satisfactory.
However, since the information whether possession of
left item has influenced the likelihood of possession of
right item was not known only with the confidence, the
lift which measures the difference between actual
confidence and expected confidence was used. For
example, when a lift is 1.5, it means that it is higher
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than a rate 50% when the rate which owns left item
and right item sees on the whole. In order to remove
the combination generated by chance, we removed the
rules if support was 0.013 or less so that the number of
people with which a rule was applied became five or
more persons.

IIl. RESULTS

In Tables 2, we present the results of applying the
association rule mining algorithm and the rules with a
confidence greater than 0.5 and a lift greater than 1.2.
The values in Tables 2 describe the associations for t
he items in the first two columns. Table 2 contains asso
ciation rules for two items (chemical concentrations an
d a single symptom; hereafter referred to as a 1-1 asso
ciation).

Table 2. Main association rules

ITEM (LEFT) ITEM (RIGHT) LSUPPORT RSUPPORT l SUPPORT CONFIDENCE LIFT ZSCORE
AB_C ( High High_ | past history of pig 0.0866 04514 | 00551 06364 | 14008 | 16133
High ) mentation
AB.G ( High High_ | past history of anc 0.0866 0.6063 0.0656 07577 | 12496 | 11471
High ) eform _eruptions
AB.C ( High High_ | past history of pig 0.0236 04514 0.0236 1.0000 2.2151 24624
Low ) mentation
ABC ( HighHigh. | past history of —anc 0.0236 0.6063 0.0236 10000 | 16494 | 15278
Low ) eform eruptions

— arthralgia

f;i—“; ( High High. 0.0236 06378 00184 07777 | 12194 | 05296

: abdominal pain
t‘;‘i—‘; { LowHigh. 00577 0.3097 0.0289 05000 | 16144 | 16183

. arthralgia
C;i*‘; e 0.0577 0.6378 0.0472 08182 | 12828 | 10793
A B.C ( Low_ -~
g ey constipation 00577 0.3858 00289 05000 | 12959 | 08719
A_B_C ( Low_
il cough 00577 0.4121 00289 05000 | 12134 | 06503

) abdominal pain
AB_C ( Low_ 00210 0.3097 0.0131 06248 | 20172 | 1.6066
Low_High )
A_B_C ( Low_ general fatigue
g 0.0210 0.6509 00210 10000 | 15363 | 12323
AB.C ( Low_ | headsche 00210 05722 0.0158 07500 | 13108 | 06690
Low_High ) fam i
AB_C (Low_ | diamhea 0.0551 0.3255 0.0315 05715 | 17559 | 19942
Low_Low ) -]
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The results of our analysis indicated that, whe
n the concentrations of chemicals A and B were |
ow, patients presented with diarrhea, headache, and
general fatigue more often than with other sympt
oms. High concentrations of the harmful chemicals
A and B were associated with unique symptom
s, such as a past history of pigmentation, a past h
istory of anceform eruptions.

IV. DISCUSSION AND CONCLUSION

In this study, we used a novel method of data
categorization followed by data mining to analyze the
relationship between the blood concentrations of
harmful chemicals and various clinical symptoms. This
approach generated several hypotheses. The symptoms
presented by the patients included in this study were
suspected to have been caused by exposure to
chemicals A and B. Indeed, the associations between
clinical symptoms and the concentrations of chemicals
A and B have been described in numerous reports. Our
method of analysis also revealed such relationships, for
example, that between a past history of pigmentation
and high concentrations of chemicals A and B (see
Table 2). In contrast, the hypothesis discovered newly
in this study needs to be inquired by the medical
expert.

One limitation of our method is the manner in
which numeric values are considered. We categorized
the concentrations of harmful chemicals into two
categories (high and low) according to tertile, but
superior measurement criteria could be used, such as
numeric association rules [4]. Another limitation is the
sample size. To elucidate the compound effects of the
harmful chemicals, we categorized participants into
eight groups, and this resulted in an insufficient
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number of patients within each group. For this reason,
the z-score might have been underestimated.

In conclusion, the method used in this study to
reduce the computational power required for data
analysis can create new hypotheses about the
relationship between blood concentrations of harmful
chemicals and clinical symptoms. It is thought that
it can not generalize to the general talk of a harmful
chemistry substance from this data, since those who
are conjectured not to have taken in the harmful
chemistry substance but are shown similar symptoms
exist. In next study, we are due to search for the
relevance of an exact antineoplastic drug, the
concentration in blood of the metabolism product, and
side effects (agranulocytosis, diarrhea, a feeling of
fatigue, etc.).
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