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SUMMARY

Several tests have been proposed to detect spatial disease clustering without prior information on their
locations. In order to compare the performance of these tests, most authors employ the usual power,
i.e. the rejection probability of the null hypothesis of no clustering due to various reasons. However,
the usual power is not always appropriate for evaluating the cluster detection tests since their purpose
is to both reject the null hypothesis and identify the cluster areas accurately. In this paper, we propose
an extended power of the cluster detection tests, which includes the usual power as a special case.
Further, we define the profile of the extended power, which can be expected to play an important role
in the evaluation and comparison of several cluster detection tests. The proposed extended power and
its profile are demonstrated by two tests—Kulldorff’s circular spatial scan statistic and a flexible spatial
scan statistic proposed by Tango and Takahashi. Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Several test statistics have been proposed to detect for spatial clustering, which have been
applied to a wide variety of epidemiological studies for spatial disease cluster detection [1, 2].
In particular, Kulldorff’s circular spatial scan statistic [3,4] has been used extensively along
with his software SaTScan [5]. Tests for spatial randomness can be classified according to their
purpose. Focused tests have been developed to detect the existence of a local cluster around a
predetermined point source, while general tests search for clusters without any preconceived
assumptions about their location [6]. There are two types of general tests. Cluster detection
tests (CDTs) such as that developed by Turnbull ez al. [7], Besag and Newell [6], Kulldorff
and Nagarwalla [3], Tango [8], Duczmal and Assuncdo [9], Patil and Taillie {10] and Tango
and Takahashi [11] are used to both detect local clusters, without any prior information on their
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location, and to determine their statistical significance. On the other hand, global clustering
tests, such as those developed by Moran [12], Whitemore et al. [13], Oden [14], Tango [15],
Rogerson [16] and Bonetti and Pagano [17], are used to detect the presence of clusters in a
study area without determining the statistical significance of individual clusters.

In order to compare the performance of these tests, the usual power has been treated in
the same manner as in the usual hypothesis tests [4,18]. In recent power comparisons of
the disease clustering tests, Kulldorff’s circular scan statistic was demonstrated to have the
best power for detecting localized clusters [19]. However, it should be noted that the power
estimates reflected the ‘power to reject the null hypothesis for whatever reasons,” while the
probability of both rejecting the null hypothesis and accurately identifying the true cluster
is a different matter altogether. In order to compare the performance of the CDTs, Tango
and Takahashi [11] proposed a bivariate power distribution classified according to the num-
ber of regions detected as the most likely cluster (MLC) and the number of true hot-spot
regions included in the MLC. Since the bivariate power distribution contains all the informa-
tion on the performance of any procedure for detecting the hot-spot clusters, any summary
measures including the usual power for evaluating the CDT can be based on the power
distribution.

In this paper, we propose an extended power of the CDTs, which includes the usual power
as a special case, and a profile of the extended power for evaluating and comparing several
CDTs. The proposed extended power and its profile will be demonstrated by two tests, namely,
Kulldorff’s circular spatial scan statistic [3,4] and a flexible spatial scan statistic proposed by
Tango and Takahashi [11] along with their software FleXScan [20].

2. MOTIVATING EXAMPLE

As a motivating example of our study, we present the results of the application of three
CDTs—the scan statistics of Kulldorff’s, Duczmal and Assungdo’s, and Tango and Takahashi—
to a simulated disease map in the areas of Tokyo Metropolis and Kanagawa prefecture in Japan
wherein there are m=113 regions that comprise wards, cities, and villages
(Figure 1). In this map, we simulated a random sample of n=235 cases by assuming the
hot-spot cluster regions C={14,15,26,27} whose relative risk was set to 3.0 and the cases
to be Poisson distributed (see Reference [11] for details). In this application, we selected a
maximum length of K'=15 for the MLC in order to achieve a reasonably accurate compar-
ison and a number B =999 for the Monte Carlo replications. The results are summarized as
follows.

e Kulldorff’s scan statistic detected /=2 regions {14, 15} as the MLC with a log likelihood
ratio of 20.1 and p=1/(999 + 1)=0.001, and the estimated relative risk was 6=3.47.

e Tango and Takahashi’s scan statistic detected /=35 regions {14,15,26,27,33} as the
MLC with a log likelihood ratio of 29.7 and p=0.001, and the estimated relative risk
was §=3.41.

e Duczmal and Assung#o’s scan statistic detected /=15 connected regions {14, 15,24,26,
27,31,32,33,48,54,69,77,78,90,110} as the MLC with a log likelihood ratio of 31.8
and p=0.001, and the estimated relative risk was 6=2.40.

Copyright © 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:841-852
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Figure 1. The 113 regions that comprise wards, cities, and villages in the areas of Tokyo Metropolis

and Kanagawa prefecture in Japan. The region number used in the text is also indicated. In particular,

the region numbers of two hot-spot clusters considered in this paper are A = {14,15,20} (circular) and
C=1{14,15,26,27} (non-circular) (see Reference [11] for details).

All these tests rejected the null hypothesis of ‘Hy: there are no clusters,” but detected differ-
ent regions as MLC. In particular, Duczmal and Assungfo’s scan statistic detected a clus-
ter of a peculiar shape that was considerably larger than the true cluster. This example
is sufficient to show that the usual power is an inappropriate measure of the performance
of a CDT. Therefore, a different measure that can reflect the extent of misclassification is
required.

We consider two types of misclassifications when applying the CDT. One is a false negative
test result (FN) in which the CDT misses a region included in the true cluster. The other
is a false positive test result (FP) in which the CDT incorrectly detects a region that is not
present in the true cluster. In the above example, Kulldorff’s scan statistic has the regions
{26,27} as the FNs, but it does not have any FPs. Tango and Takahashi’s scan statistic
has the region {33} as the FP, and Duczmal and Assungdo’s scan statistic has 11 regions
{24,31,32,33,48,54,69,77,78,90,110} as the FPs. However, both these tests do not have any
FNs.

In the next section, we propose the extended power of the CDTs, which is based on the
bivariate power distribution proposed by Tango and Takahashi [11] and the newly introduced
penalties for the FPs and FNs.

Copyright © 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:841-852
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3. EXTENDED POWER

In order to compare the performance of the CDTs, Tango and Takahashi {11] proposed a
bivariate power distribution based upon Monte Carlo simulation. They introduced a bivariate
power distribution P(/,s) classified according to the length / of the significant MLC and the
number s of the assumed hot-spot regions included therein

#{significant MLC has length / and includes s true regions}

P(l,s)= #{trials for each simulation}

)

where / > 1 and s > 0. Based on P(/,s), we examined the following powers:

1. The usual power, i.e. P(+,4+)= 37,5 2 ss0 L(L5).

2. The joint power P(l,s), especially P(s*,s*) where s* is the length of the hot-spot cluster
assumed in the simulation.

3. The marginal power distribution of s (= 0), P(+,s)= }_;5, P(l,s) and its conditional
power P(+,s)/P(+,+).

4. The marginal power distribution of [ (= 1), P(I.+)= > P(},s).

They prepared tables of P(/,s) for the following two hot-spot cluster models:

o A={14,15,20} (circular cluster; s* =3),
e C={14,15,26,27} (non-circular cluster; s* =4).

The powers are calculated for tests of nominal « levels of 0.05 and for the expected total
number of cases 200 under the null hypothesis, which are based on Monte Carlo simulation
using Poisson random numbers. For each simulation, 1000 trials were carried out. The resultant
power distributions P(/,s) x 1000 are reproduced in Tables I and II for each of the cluster
models, respectively, in the form of cross table classified by [ (‘length’ in tables) and s
(“include’ in tables).

Both tests have high usual powers for the circular cluster A (Table I), while Tango
and Takahashi’s scan statistic has higher power for the non-circular cluster C (Table II).
Table I shows that Kulldorff’s scan statistic detects the circular cluster A considerably
accurately with power P(3,3)=738/1000, while Table II shows that it exhibits zero power
P(4,4)=0/1000 for detecting the non-circular cluster C accurately. On the other hand, Tango
and Takahashi’s scan statistic does not exhibit such high power for identifying the clusters
accurately, P(3,3)=142/1000 for the cluster A and P(4,4)=138/1000 for the cluster C.
However, the power distribution appears to be concentrated in a relatively narrow range of
the length / on the line s=s*, thereby indicating that the observed significant MLC con-
tains the true cluster with a considerably high probability. In particular, for the cluster C with
length s* =4, the marginal power of Tango and Takahashi’s scan statistic P(+,s*)=850/1000
and its conditional marginal power P(+,s*)/P(+,+)=_850/890 are much higher than that of
KulldorfP’s scan statistic, P(+,s*)=254/1000 and P(+,s*)/P(+,+)=254/801, respectively.
Furthermore, Kulldorff’s scan statistic exhibits a greater tendency to detect a larger clus-
ter than the true cluster as compared with that of Tango and Takahashi. For example, the
probability that the length of MLC for the cluster C (s*=4) is greater than or equal to
12 is 213/1000 compared with 2/1000 for Tango and Takahashi’s scan statistic. This ten-
dency is shown even in the circular cluster A where the same probabilities are 35/1000
versus 2/1000. Therefore, the bivariate power distribution can be considered to provide very

Copyright © 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:841-852



AN EXTENDED POWER OF CLUSTER DETECTION TESTS 845

Table I. Comparison between the bivariate power distribution P(7,s) of Kulldorff’s circular scan statistic
and Tango and Takahashi’s flexible scan statistic for the hot-spot cluster A ={14, 15,20}. The nominal
o-level was set to 0.05 and 1000 trials were carried out [11].

Kulldorff Tango and Takahashi
Include s Include s
hot-spot regions hot-spot regions
Length /[ 0 1 2 3 Total Length [ 0 1 2 3 Total
1 0 0 0 1 0 0 0
2 1 0 0 1 2 0 0 0 0
3 0 0 0 738 738 3 0 0 0 142 142
4 0 0 0 134 134 4 0 0 0 116 116
5 0 0 0 39 39 5 0 0 0 137 137
6 0 0 0 12 12 6 0 0 0 149 149
7 0 0 0 9 9 7 0 0 0 165 165
8 0 0 0 1 1 8 0 0 0 131 131
9 0 0 2 3 5 9 0 0 0 84 84
10 0 0 0 2 2 10 0 0 0 27 27
11 0 0 0 4 4 11 0 0 0 11 11
12 0 0 0 12 12 12 0 0 0 2 2
13 0 0 0 14 14 13 0 0 0 0 0
14 0 0 0 3 3 14 0 0 0 0 0
15 0 0 0 6 6 15 0 0 0 0 0
Total 1 0 2 977 980 Total 0 0 0 964 964
Usual power = 0.980 Usual power = 0.964

useful information for evaluating the CDT performance. An observation of the bivariate power
distribution suggests that it can be summarized into a single index that takes a value in the
interval [0,1].

We now define the extended power of the CDTs based on the bivariate distribution P(/,s)
by introducing penalties for the FPs and FNs as

Iw=,wH)=3 S W(ls;w™,whH)P(l,s) (2)

121520

where W(l,s;w~,w") is a weight function such that

V(1 —min{w=(s* —),1}) (I —min{w*(l —s),1})
w(ls;w™,wh)= (s<Lo<s<s* 1<) (3)

0 (otherwise)

and w~ and w* are the predefined penalties for the FNs and FPs (per region), respectively,
with the following constraint: '

oswhsw <1 @)

Copyright © 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:841-852
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Table II. Comparison between the bivariate power distribution P(l,s) of Kulldorff’s circular scan
statistic and Tango and Takahashi’s flexible scan statistic for the non-circular hot-spot cluster
C={14,15,26,27}. The nominal a-level was set to 0.05 and 1000 trials were carried out [11].

Kulldorff Tango and Takahashi
Include s Include s
hot-spot regions hot-spot regions
Length I 0 1 2 3 4 Total Length! 0 1 2 3 4 Total
1 10 1 1 0 0 0
2 0 0 351 351 2 0 0 o0 0
3 2 0 4 0 6 3 0 0 o0 0 0
4 0 0 3 0 0 3 4 0 0 O 0 138 138
5 2 0 2 0 0 4 5 0 0 O 3 147 150
6 1 0 0 0 0 1 6 1 0 0 2 200 203
7 0 0 0 81 0 81 7 0 1 0 4 147 152
8 0 0 10 18 38 66 3 0o 0 2 9 107 118
9 0 0 2 0 26 28 9 60 0 0 10 71 81
10 0 o0 0 29 3 32 10 1 0 2 5 28 36
11 0 0 1 13 1 15 11 0 0 O 0 10 10
12 0 O 2 4 60 66 12 0 0 0 0 2 2
13 0 o 0 5 62 67 13 0 0 O 0 0 0
14 0 o0 0 10 27 37 14 0 0 0 0 0 0
15 0 o0 0 6 37 43 15 0 0 0 0 0 0
Total 6 0 375 166 254 801 Total 2 1 4 33 . 85 890
Usual power =0.801 Usual power = 0.890

The inequality between w~ and w™' is set because it is natural to consider that an FN is
more important for a CDT than an FP. It should be noted that W (l,s;w™,w") implies the
geometric mean of ‘1—penalty for FNs’ and ‘1—penalty for FPs,” hence we can easily obtain
0 <7 < 1. Next we consider the following three special cases:

Lowm=wr=0, ie 1(0,0)= 3,5 > 5, P(l,5) equals the usual power.

2. wm=wt=1, ie I(1,1)=P(s*,s*) denotes the power to detect the true cluster accu-
rately.

3. wm=1, wr=0, ie. I(1,0)= 7, P(l,s*) denotes the power for which the MLC in-
cludes all the regions within the true cluster.

The weight function W(/[,s;w™,w") and the estimated extended power I{w~,w") for these
three special cases are shown in Table IIT for Kulldorff’s and Tango and Takahashi’s scan
statistics using the simulated results of Table I (circular cluster model A with s*=3). All
three results show that Kulldorff’s scan statistic is better than that of Tango and Takahashi’s
for the circular cluster A. However, the difference varies with the values of w— and w™.

A natural procedure of determining these two penalties will be derived as follows. First,
we consider the penalty for the FNs given by

min{w™(s* —s),1}

Copyright © 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:841-852
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Table III. Weight function W (l,s;w™,w") and estimated extended power I(w™,w*) for Kulldorff’s
circular and Tango and Takahashi’s flexible scan statistic tests for the circular hot-spot cluster A.

Include s Include s
hot-spot regions hot-spot regions
Length / 0 1 2 3 Length / 0 1 2 3
w(l,s;0,0) wl,s;1,1)
1 1 1 1 0 0
2 1 1 1 2 0 0 0
3 1 1 1 1 3 0 0 0 1
4 1 1 1 1 4 0 0 0 0
5 1 1 1 1 5 0 0 0 0
6 1 1 1 1 6 0 0 0 0
7 1 1 1 1 7 0 0 0 0
8 1 1 1 1 8 0 0 0 0
9 1 1 1 1 9 0 0 0 0
10 1 1 1 1 10 0 0 0 0
11 1 1 1 1 11 0 0 0 ]
12 1 1 1 1 12 0 0 0 0
13 1 1 1 1 13 0 0 0 0
14 1 1 1 1 14 0 0 0 0
15 1 1 1 1 15 0 0 0 0
Kulldorff’s 7(0,0) = 0.980 Kulldorff’s 1(1,1)=0.738
Tango and Takahashi’s 7(0,0)=0.964 Tango and Takahashi’s /(1,1)=0.142
w(l,s;1,0) W(ls; 1/3,1/3)
1 0 0 1 0 0.577
2 0 0 0 2 0 0.471 0.816
3 0 0 0 1 3 0 0.333 0.667 1
4 0 0 0 1 4 0 0 0.471 0.816
5 0 0 0 1 5 0 0 0 0.577
6 0 0 0 1 6 0 0 0 0
7 0 0 0 1 7 0 0 0 0
8 0 0 0 1 3 0 0 0 0
9 0 0 0 1 9 0 0 0 0
10 0 0 0 1 10 0 0 0 0
11 0 0 0 1 11 0 0 0 0
12 0 0 0 1 12 0 0 0 0
13 0 0 0 1 13 0 0 0 0
14 0 0 0 1 14 0 0 0 0
15 0 0 0 1 15 0 0 0 0
Kulldorff’s 7(1,0)=0.977 Kulldorff’s 1(1/3,1/3)=0.870
Tango and Takahashi’s /(1,0)=0.964 Tango and Takahashi’s /(1/3,1/3)=0.316

where s=1,...,s*. If s=s* the FNs are eliminated and the penalty is set to zero. If s=0,

the penalty for the FNs attains the maximum value of 1, i.e.
w(s*—0)=1 or w =1/s*
On the other hand, the penalty for the FPs is given by
min{w*(l —s),1}

Copyright © 2006 John Wiley & Sons, Ltd.
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where [=s,...,m. If [=s, the FPs are eliminated and the penalty is set to zero. We assume
that the maximum allowable number of regions detected as the FPs is /o( = s*). Then, when
[ =5+ [y, the penalty for the FPs attains the maximum value of 1, i.e.

W+10=1 or W+=1/lo (6)

Generally, /o should be determined according to the ratio of the relative weight of the FP
to that of the FN, ie. w¥/w™, which might depend on the cost of misclassifications.

For the previous examples on the circular cluster model A, we consider the following two
cases for [y =s* and [o=2s*:

1. ly=s"=3:1(1/3,1/3)=0.870 (Kulldorff) and 0.316 (Tango and Takahashi). The weight
function W(l,s;1/3,1/3) for this case is shown in Table IIL
2. lo=2s*=6: I(1/3,1/6)=0.906 (Kulldorff) and 0.614 (Tango and Takahashi).

For the non-circular cluster model C shown in Table II, we estimated the following
values:

1. 71(0,0)=0.801 (Kulldorff) and 0.890 (Tango and Takahashi);
2. I(1,1)=0.000 (Kulldorff) and 0.138 (Tango and Takahashi);
3. I(1,0)=0.254 (Kulldorff) and 0.850 (Tango and Takahashi);
4. I(1/4,1/4)=0.253 (Kulldorff) and 0.483 (Tango and Takahashi);
5. 1(1/4,1/8)=0.371 (Kulldorff) and 0.719 (Tango and Takahashi).

These results indicate that Tango and Takahashi’s scan statistic can detect the non-circular
clusters such as C more accurately as compared with that of Kulldorff’s.

4. PROFILE OF THE EXTENDED POWER

In several cases, it is difficult to set the value of [y in advance. For dealing with such situations,
we consider a new measure J(w—,wt) to be a function of the ratio r=wt/w™ (0 <r < 1)
with w™ =1/s*. Then, we define the profile of the extended power as

O(r[s*)=I(1)s"rfs*), (0O<r<1) ()

which represents the extended power continuously for all the values of » where /o =s*/r.
Figure 2 shows the plots of the profile Q(r|s*) against » (0 <r < 1) for the two types
of scan statistics applied to the circular cluster model A (Figure 2(a)) and the non-circular
cluster model C (Figure 2(b)). The profile Q(r|s*), where r =1 implies the extended power
when w™ =w™, i.e. [p=s* On the other hand, » =0.5 implies /o =2s*, and » =0 implies that
lp=o00 and the penalties for the FPs is 0. In Figure 2(a), Kulldorff’s scan statistic is shown to
be uniformly more powerful than that of Tango and Takahashi. The difference in the values
of I is very small when » is small, but it increases considerably with ». On the other hand,
Figure 2(b) shows that Tango and Takahashi’s scan statistic is uniformly more powerful than
that of Kulldorff, and the difference in the values of I appears almost constant irrespective
of the values of r. In certain cases, depending on the shape of the true cluster, there will be
situations that two values of / cross each other at some point »’. Therefore, the profile of
the extended power is expected to play an important role in the simultaneous evaluation and
comparison of several CDTs.

Copyright © 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:841-852
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Figure 2. Profile of the extended power O(r|s*)=I(1/s",r/s*) for Kulldorff’s circular and Tango and
Takahashi’s flexible scan statistics: (a) A ={14,15,20} (s* =3); and (b) C={14,15,26,27} (s* =4).
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850 K. TAKAHASHI AND T. TANGO

5. GUIDANCE FOR THE APPLICATION

In this section, we will give some guidance for the application of the proposed procedures
in order to investigate the performance of some CDT. At first, we consider a situation where
the number of cluster is assumed to be one.

Step 0: As an entire study region, use a real region such as Tokyo Metropolitan area or area
of upstate New York where real regional populations and number of cases of some disease
under study are available.

Step I: Assume a true (practically feasible) cluster model where the location, the length
s* and its relative risk should be determined. Set P(/,5)=0.

Step 2: Under the above alternative hypothesis, generate a disease map based upon a
random sample of » total number of cases. If possible, n should be set equal to the actual
total number of cases of disease under study.

Step 3: Apply the CDT to the random sample. If we could identify the significant MLC
with [ and s, then set P(l,s) <+ P(l,s)+ 1.

Step 4: Repeat steps 2-3 on a large number of random replications (e.g. 1000 times) and
estimate the bivariate power distribution (1).

Step 5: If we can easily set the value of Iy, then calculate the extended power (2) where
w~ =1/s* and wt = 1/ly. Otherwise, plot the profile of the extended power (7).

Of course, we can repeat the above procedure for a single different cluster model.

Next, we consider a situation when multiple non-overlapping clusters, say k kinds, of
different size and shape exist in the study area. In this case, the proposed extended power
and its profile can be applied in many ways. One simple method will be to estimate a
single integrated bivariate power distribution where multiple true clusters are combined into
an integrated disconnected cluster area wherein the length of cluster area is defined as the
total number of lengths of individual cluster, i.e. s* =5} +55 +---,5;. To perform this simple
method for multiple clusters, steps 1 and 3 of the procedure above for a single cluster model
should be modified as follows:

Step I: Assume a cluster model consisting of k& non-overlapping true clusters where the
locations, the length s},s5,...,s7 and their relative risks 8;,0,...,0; should be determined.
Set P(1,s)=0.

Step 3: Apply the CDT to the random sample. If we could identify m significant clusters,
i.e. the significant MLC with length [, the significant secondary cluster with length [,...,
and the mth cluster with length [, then set /<[ + [, +--- -+ [, and count s true regions
included in the identified / regions. Then, set P(l,s) <+ P(l,s)+ 1.

6. DISCUSSION

Though the usual power has been widely used for evaluating the CDT, the usual power is not
always appropriate since the purpose of CDT is to both reject the null hypothesis and identify
the cluster areas accurately. In order to evaluate the CDT, the key problem is two types of
misclassifications. One is FN, and the other is FP. Then, Tango and Takahashi [11] proposed
a bivariate power distribution classified according to the number of regions detected as the
MLC and the number of true hot-spot regions included in the MLC. The bivariate power
distribution shows us very useful information for evaluating the CDT performance. However,

Copyright © 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:841-852
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an observation of the bivariate power distribution suggests that it can be summarized into a
single index.

In this paper, we proposed a new measure termed extended power, which takes a value in
the interval [0, 1], to evaluate the performance of the CDTs. This extended power is defined
as the weighted sum of the bivariate power distribution P(/,s) wherein the weight is given by
the geometric mean of (1—penalty for the FNs) and (1—penalty for the FPs). This measure
includes the usual power as a special case.

The extended power could be calculated by using different values of w™ and w*, which
means that the researcher could set different values under different situation. Any values
satisfying constraint (4) could be used depending on the situations. This expandability might
be desirable for some researchers. But for the researchers who are not familiar with this, it
may be unhelpful. Then, we proposed the quantities w™ =1/s* and wt =1/, as the values of
the penalties for FN and FP, respectively, where s* is the length of the assumed true cluster,
and [, is the maximum allowable number of regions detected as the FPs. Theoretically, Iy
should be determined according to the ratio of the relative weight of the FP to that of the
FN. In general, however, we think that /o =s* ~3s* are reasonable choices.

If we can estimate the average cost per region of the FNs and FPs, we can consider the
cost comparison proposed by Tango and Takahashi [11]. Let C~ and C* denote the average
costs of the FNs and FPs per region, and the random variables L and S denote the length
[ of a detected cluster and the number of true regions s included in the detected cluster,
respectively. Then, s* — S represents the number of FNs, and L — § represents the number of
FPs. The expected total cost C is then given by

C=C~{E(s* — 8)+ r.E(L — S)}

where r. = C*/C~ is the ratio of the average cost of FNs to the average cost of FPs. In this
case, we also assume 7, < 1, similar to the case of the ratio » of the two penalties. Therefore,
it might be possible to set »=r. for the proposed extended power.

However, in many situations, it might be difficult to set the value of Iy in advance. Then,
we proposed the profile of the extended power Q(r|s*), which can conveniently be used
to evaluate and compare different CDTs without fixing the value of the ratio r=w"/w~
with w™ =1/s*. The profile could be plotted automatically based upon the bivariate power
distribution P(l,s). This profile is expected to play an important role in the simultaneous
evaluation and comparison of several CDTs. The performance of CDT could be illustrated by
the plots of the profile clearly. Furthermore, if we can assume some prior distribution of ,
we can also consider the expected value of extended power as

1
E[Q(r |s")] = /0 rp(r)dr 8)

where p(r) is a probability density function of ». For example, when » is distributed according
to the uniform distribution U(0, 1), an area under the profile in Figure 2 implies the expected
power, and using this index, we can compare the performance of Kulldorff’s scan statistic and
that of Tango and Takahashi.

In the Monte Carlo simulation performed in this study, the number of clusters was assumed
to be one. However, the proposed extended power of the CDTs and its profile can be applied
for multiple clusters of different shapes. In Section 5, we described a simple method in

Copyright © 2006 John Wiley & Sons, Ltd. Statist. Med. 2006; 25:841-852
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which we apply the extended power and its profile to an integrated cluster area as an overall
performance measure. However, this simple method ignores the variability of the FP and the
FN for individual true cluster and so, the method which can take such variability into account
might be better depending on the situation. We would like to leave such a method in our
future work.

Finally, it should be noted that the proposed extended power and its profile are solely based
upon a Monte Carlo simulation study, not on some theoretical basis due primarily to the fact
that it is quite difficult to derive theoretical bivariate power distribution for alternative cluster
models.
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