4. Dual-contrast CT enemaf%
IT7REEEEENEREE (A TH 5,

medium bowel preparation (PEG-C{E)
#ERF LAY, PEG-CEIE, HIEHR
DML, BERARFELAILEZ
FEFETHIEDPURETH D, MEMD
FEORICBV T RIFei@E /T

% (JERFIBE - RBH)®, FILEDT
ik, PEG(= 7Ly 7®)&EEK2
LIZE#L, 20) 50D1,620mL%E A
Rf%, %%V % amidotrizoic acid, diatri
zoic acid 76%, 20mL% & {rPEG-Ci&
400mL & L TREZEICHRE § 5,

3D-CTHRFE R, l?‘f%ic‘:f’i%ﬁl i
L, TOMFOEBZT— 5 2 EHT
% Z ¥ TDual-contrast CT enemalf] £
AR ENS (F4),

& H b [

KIGHEEBHT - 54T A3D-CTHZ
ﬁﬁt@ﬁﬁ%ﬂmu%ééwm,ﬁ
IRTHLHEHTH L, FFIZCT enemalfid,
BHEBHENERHCHREDRENIEMIZD
why, REBEHMED 1 0L Bz
LI LENTRETH B,

X ik
1) Vining DJ. Gelland DW . Noninvasive

colonoscopy using helical CT scan-
ning. 3D reconstruction and virtual

34 Pharma Medica Vol.23 No.12 2005

reality. 23™ Annual Meeting of the
Society of Gastrointestinal Radiologist
(SGR) 70(abstr.), 1994
Gazelle GS, McMahon PM, Scholz FJ ©
Screening  for  colorectal cancer.
Radiology 215 327—335, 2000
Rex DK ! Screening colonoscopy . Can
we drive? ed by Dennis JJ, 65" Annual
Meeting of the American College of
Gastroenterology. New York, 2000
FEILAT ¢ MDCT % B\ 72 virtual
enema/virtual colonoscopy 2 & % KM
Jﬁfﬁ“" KEZBUTAMNEDITE2ED
. BEAKNEE 8 1 507—514, 2004
Pickhardt PJ, Choi JR. Hwang I, et al I
Computed tomographic virtual colono-
scopy to screen for colorectal neoplasia
in asymptomatic adults. N Engl J Med
349 21912200, 2003
Rockey DC. Paulson E. Niedzwiecki
D, et al . Analysis of air contrast
barium enema, computed tomographic
colonography, and colonoscopy
prospective comparison. Lancet 365 :
305—311, 2005
Van Gelder RE, Nio CY. Florie J, et
al © Computed tomographic colonogra-
phy compared with colonoscopy in
patients at increased risk for colorectal
cancer. Gastroenterol 127 . 41 — 48,
2004
Kawamura Y], Sasaki J. Okamaoto H,
et al . Clinical significance of virtual
colonoscopy (CT colonography) with
special reference to polyp morphology.
Hepatogastroenterology 51 @ 1686 —

- 1688, 2004

[zumiya T, Hirata [, Hamamoto N, et
al @ Usefulness of multidetector row
computed tomography for detection of
flat and depressed colorectal cancer.
Dig Endose 17 ¢ 36 —43, 2005

— 438 —

o

Nt

Gonzalez AB, Darby ! Risk of cancer
from diagnostic N-rays @ estimates for
the UK and !4 other countries. Lancet
363 1 345—351, 2004
AR W NTECHE  RIEEO R E
L COMNREEFR oI & R KIS,
Ipn ] Cancer Chemother 31 : 1485 —
1488, 2004
Wexner SD. Cohen SM. Ulrich A, et
al ¢ Laparoscopic colorectal surgery-
are we being honest with our patients?
Dis Colon Rectum 38 : 723—727. 1995
Vignati P, Welch JP. Cohen JL © En-
doscopic localization of colon cancers.
Surg Endosc 8 : 1085—1087, 1994
Nagata K. Endo S, Kudo S. et al . CT
air-contrast enema as a preoperative
examination for colorectal cancer. Dig
Surg 21 : 352358, 2004
SR, Al o, ENE=,
KIGEOXMEBE ; EEED U © PO
(2. EALERAMEL 6 0 14741493, 1983
REEE, AKEiE—, HPE—, i
virtual endoscopy & CT enematl & 9 #ff
ﬁllﬁpl%ﬁf)‘ﬂ‘“’abotslf LeiE, %
BREBEFR) -7 18 B&B37:
1449—1454, 2002
Nagata K, Kudo S © Triple colon can-
cer successfully demonstrated by CT
air-contrast enema. Dig Surg 21 ! 10
—11, 2004
AEE—, EREET, THERE, {b:
FrivwBEoTEEE MDCTE A W
7= virtual enema/virtual colonoscopy {2
LB KGE®EE AFIZBITHBRIKE
ot L MES. FHRIGE 8
515—518, 2004
Kamar M. Portnoy O. Bar-Dayan A,
et al : Actual colonic perforation in
virtual colonoscopy : report ol a case.
Dis Colon Rectum 47 . 1242 — 1244,
2004
Coady-TFariborzian L., Angel LP,
Procaccino JA . Perforated colon
secondary to virtual colonoscopy . re-
port of a case. Dis Colon Rectum 47 :
1247—1249, 2004
AHiE-—-, RiERE, BEED,
CT colonogt Aphyﬁ E O H LoV i i
L B AR KNG LM e 2 56 1 306 —
307, 2003
Nagata K. Endo S. Ichikawa T, et al *

Preoperative evaluation by dual con-
trast CT enema in  patienls  with
neoplastic colorectul obstruction.
Endoscopy 36(Suppl. 1) T AL63, 2004



MRS T RIGF I FE OB - MBHZ B 2 B AR FF4H

oA E S OFHE OFA RIL EM

HHRZE FERGVRL 58 3 TR

W EF & M 51 % 2 % 5l Wl F pk164 3 B

Reprinted from J Med Soc Toho Univ Vol. 51 No. 2 March 2004

— 439 —



124 ( 62 )

i 8@t

MRS T RIGFIFH O ML : MEHC BT 2 BN TP

N

- F&fd

=

RFRFEFARGIRI 58 3 S

BH YR TIX 1993 FE S EEE T ABIRM 2 EA L, SURRMREBIUCRMEICEIGZREL
TWeF L - BEOREIHEVERE SIOR VTR~ EBAICIALTE 2, BEETFHoE4 b
BILTEY, 2002412 40%, 2003 413 28% M HEIEE T FMCTH o /2o FHTISME LI % 5617 S5 AH
T7u—FZEREMELTW5, B T CRIBESE) L7k, &I N o v & — R A% /N5 LB
ERENAZEELTCWS, BBOREICE 7O 525 -C 2 iiHV s, BREFICHTBRSSE
V37> functional end to end anastomosis T 73 EHEIMEEHETITo TV b,

RFAERFE 51(2) : 124-126, 2004

KEYWORDS : colorectal cancer, laparoscopic surgery, functional end to end anastomosis

LR TIT 1998 E L W EBRETRKBURT2EAL T
bo BALINIHEICE BMERE, BHEL L OETETY
SRR % EIRIENFHOTE LRV L DR Y F%k
L7z, BREHECHREME LU CRT2MHRERL F0OF
BICEN RV LR HEFILY, 1999 42 & 1@ % iEE
mp T, 2002 FSIEEES em LT OEEss, N (—)
IC, HEESIDADSem UTORBFELIEAIZFDE
IS ERIARL T Ez, BISILRICEE W ER PAER I o
LIEERETFMOSE b ERBIEFIES DK 30% 121
MLTwa, KfgTit, KBESBICH T 2 4R Coigless
TFRHFOBRRIZOWTHENS,

LR B 2 ERET KBYVRRA DM

FEHEGEERER LU m 8L Wsml HETIE DI+
a FE, sm2, sm3 F TiL D2 5iE, MP, SS, SE Tii D3
&, SiCTIEHBIEME LTwh, WERVIREE»OE
BsRa TTELTHBY, BITHBIIFHNFRIHETH S
72 D2 EE £ T, BRI 1d MP F COER I E
HER->TWwE,

S HLER LR O F =

2BFIELR L 1) Optiview trocar (Ethicon endosurgery,
Johnson & Johnson) AW TH AT xiEA - KEL Tw

5 MEct, MRS, BRkOBTEoAE BEOREY
ERT 5,

ERTET IO -FIEOBEE A L v, @ non-touch
isolation ZME1T§ A2 AL ER L LTHE 7 o —F &
LT, Ml i o (2 138 i E R &
HRIFLELBETH LY, YRV /-2 (1)
YRA) B ERXHEHL TN A, BEBICNEOBEE O
=RV BEIETHELELEY, BT 22 & RE
IOy I — DAV ETH L, T/BERA XD
EHEFHo TV A0, HTOANBLILRCERARYE
BTAIENTELELERTH S,

1. BREE (BEB6LULTHIE)

boy s~ AT, BEIEG - AEECICERGY O —F —
ML, PGB UIEB S 2R 5, + i8Sk %
FEFAL, COTHE ANV — N LCIEME s+ 5
EEFBERO IR SND, DI IIEEITH BE
& 203FD ) SEIDOEIE R T o 2215, BENC CEKES B
e ZEi2o) v 7 LYY 5, BE#ICEHEEERY
TN EY TREET S, BARATIEGEEEEIRIZAGE L
TV RIGEMBE VY, SN Ha L EEIBEIIR & R
WALEES B, IGHEIEOREEE M o THED, RES
EE IR LEERAA~E TR THEE 2 DTV, 4}
HETHEEZEDE AT, H—F (55—+®) %3

T153-8516 WIERE EX K1E 2-17-6
212004 24 F 13 H

RIS 51 %525, 2004E3H8 10
ISSN 0040-8670, CODEN : TOIZAG

FIMEFESHEE - 2004 £ 3 A

— 440 —



MERET KB TR oZikl (63) 125
Table 1 The Number of LAC Cases (1993-2003)
o Region Pathological depth
ALL LAC(%) C A T D S8 Rs Ra Rb m sm mp ss se si benign
1993 44 2(45) 0 1 0 0 1 0 0 0 0 1 0 0 0 0 1
1994 83  15(18.7) 1 2 3 1 6 2 0 0 7 3 1 0 2 0 2
1995 73 9(12.3) 1 2 0 1 5 0 0 0 3 3 0 0 0 0 3
1996 92 15(16.3) 1 2 1 0 11 0 0 0 5 9 0 0 0 0 1
1997 83  11(13.3) 3 0 2 0 5 1 0 0 0 6 2 0 0 0 3
1998 83  11(13.3) 2 1 0 0 6 1 0 1 1 8 0 0 0 0 2
1999 89  18(20.2) 1 1 1 3 8 3 1 0 3 9 5 1 0 0 0
2000 85 9(10.6) 3 2 0 0 3 1 0 0 2 2 1 1 0 0 3
2001 8 19{(22.1) 1 4 2 2 7 1 2 0 1 10 4 2 0 0 2
2002 82  32(39.0) 3 5 4 1 13 1 5 0 5 12 3 9 1 1 1
2003 112  32(28.6) 3 8 3 0 16 1 1 0 6 8 6 8 2 1 1
Total 912 173(19.0) 19 28 16 8 8 11 9 1 33 M 22 21 5 2 19

LAC : laparoscopic-assisted colectomy
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ORIGINAL ARTICLE

DAI-KENCHU-TO, A HERBAL MEDICINE, IMPROVES
PRECOLONOSCOPY BOWEL PREPARATION WITH POLYETHYLENE
GLYCOL ELECTROLYTE LAVAGE: RESULTS OF A PROSPECTIVE
RANDOMIZED CONTROLLED TRIAL

YOSHIHISA SAIDA, YOSHINOBU SUMIYAMA, JIRO NAGAO, YASUSHI NAKAMURA,
YOICHI NAKAMURA AND MIwA KATAGIRI

Third Department of Surgery, Toho University School of Medicine, Tokyo, Japan

Background: This prospective randomized controlled trial examines the effect of combination of Dai-kenchu-to (DKT),
a traditional Japanese herbal medicine, and polyethylene glycol electrolyte (PEG) lavage in precolonoscopic preparation.
Methods: Two hundred and eight-five colonoscopy patients from January to December 2001 were divided into two groups
randomly; 144 patients into group A (with DKT) and 141 into group B (without DKT).

Results: Abdominal pain and nausea were observed in 17% and 24% of group A, and 15% and 21% of group B,
respectively. Preparation scores were 0.28 £ 0.52 in group A and 0.81 + 0.77 in group B. Times for reaching the cecum were
6.4 £ 3.6 min in group A and 7.3+ 4.0 min in group B. Group A demonstrated significantly better preparation (P < 0.001)

and shorter times (P =0.04) than group B.

Conclusion: The present study indicates that DKT in combination with PEG is a safe and gentle method, improving
precolonoscopic bowel preparation without increasing abdominal pain and nausea.

Key words: colonoscopy, colonoscopy preparation, Dai-kenchu-to, herbal medicine, polyethylene glycol.

INTRODUCTION

Colonoscopy is a safe, effective, and accepted means of eval-
uating the large bowel. The advantage of colonoscopy over
barium enema lies mainly in the simultaneous diagnostic and
therapeutic maneuvers that can be performred (such as
obtaining biopsy specimens and polypectomy or endoscopic
mucosal resection), in addition to direct visualization of the
colonic mucosa."? Polyethylene glycol electrolyte lavage
(PEG) has been the standard cleansing regimen for pre-
colonoscopy bowel preparation since 1980.>* The need to
consume large fluid volumes and the bad taste of PEG are
factors that limit patient compliance. In Western countries,
patients may be expected to take more than 3 L of the solu-
tion. This is difficult to achieve in the Japanese patient pop-
ulation and the intake of 2 L. of PEG solution is a widely
accepted alternative. However, some studies have indicated
that the quality of bowel preparation following a 2-L PEG
intake is unsatisfactory.>®

The use of cisapride as a treatment agent in combination
with PEG has been trailed but has not been shown to be
superior to preparation with PEG alone.” ™ The present pro-
spective randomized controlled trial examines the effect of
combination treatment with Dai-kenchu-to (DKT) and PEG
in colonic preparation for colonoscopy. DKT is a traditional
Japanese Kampo medicine. It is known to increase gas-

Correspondence: Yoshihisa Saida, Third Department of Surgery, Toho
University School of Medicine, 2-17-6 Ohashi, Meguro-ku, Tokyo 153-
8515, Japan. Email: yoshisaida@nifty.ne.jp

Received 21 April 2004; accepted 7 June 2004.

trointestinal motility and reduce bowel obstruction.!'** The
primary aim of the present study was to determine whether
DKT improves the effectiveness and/or patient acceptability
of bowel preparation when used with PEG.

PATIENTS AND METHODS

The present study was a single blind, randomized controlled
trial. All patients scheduled for elective ambulatory colonos-
copy from January 2001 to December 2001 were considered
for recruitment. Patients under 18 years of age, pregnant
women, and patients deemed unable to follow the treatment
regimen were excluded. All participating patients provided
written informed consent. The principal investigator assessed
the patients, obtained informed consent, and provided the
DKT (Tsumura and Co., Tokyo, Japan) for patients randomly
assigned to the DKT' plus PEG treatment group. The
patients, the nursing staff supervising the lavage, and the
physician performing the colonoscopy were blinded to treat-
ment assignment. The investigators had no financial relation-
ship to the manufacturers regarding any of the products used
in this study.

Colonic cleansing procedure

All patients were advised to eat a low-fiber diet on the day
before colonoscopy. On the day of colonoscopy only clear
liquids were allowed. At the time of study enrollment,
patients were asked to fill out a baseline questionnaire about
constipation using a three-point scale (0= absent, 1 =mild,
2 =severe). Patients were then prospectively randomized in
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double-blinded fashion using sealed envelopes to receive
either PEG (Ajinomoto Pharma Co., Ltd, Tokyo, Japan)
only, or PEG plus DKT. DKT (2.5 g powder) was taken at
12.00 h and 21.00h on the day before colonoscopy and at
7.00 h on the day of the colonoscopy. The effect on the
osmotic pressure of DKT in combination with PEG has not
been proven, so we gave DKT and PEG to the patient sep-
arately. Two litres of the PEG lavage solution were ingested
within 2 h, starting 6 h before the colonoscopy. Before any
sedation was given, all patients answered a questionnaire
regarding their symptoms (including nausea and abdominal
pain) during lavage using a three-point scale (0= absent,
1 =mild, 2 = severe). Vomiting was scored as 2 in the ques-
tion relating to nausea. All patients also provided the amont
of time required to take the solution, the amont of time spent
in defecation, and the frequency of bowel movements. All
colonoscopies were performed between 13.00 h and 16.00 h
by the same experienced endoscopist who was blinded to the
type of bowel preparation used. The quality of the colon
preparation was assessed immediately after colonoscopy
by the endoscopist according to the following scale:
0 = excellent, no fecal material present; small amount of lig-
uid material present; less than 5% of the colonic wall
obscured; 1 = good, liquid material present; less than 25% of
the colonic wall obscured; 2=moderate, liquid material
present; less than 50% of the colonic wall obscured; 3 = poor,
solid material present; more than 50% of the colonic wall
obscured; 4 = impossible, insertion to the cecum not possible
due to a great amount of solid or liquid material.
Insertion time to reach the cecum was also recorded.

Statistical analysis

Numerical data were expressed as mean and standard devi-
ation (SD). Non-parametric scores were compared using the
Wilcoxon test. Qualitative data were evaluatedsusing the chi-
squared test, and parametric data were compared with the
Student’s ¢-test.

RESULTS

A total of 285 patients were enrolled: 144 patients in group
A and 141 in group B (Table 1). In all cases, colonoscopy
successfully reached the cecum. The mean + SD patient age
for the two groups was 60 £ 11 and 61 + 10 years, respectively.
The ratio between men and women was 92 :52 and 79 : 62,
respectively (not significant [NS]). The frequency of bowel
movements showed no significant difference between the
two groups: 7.9 £3.1 times and 7.7 £ 3.6 times, respectively
(Table 2). The time spent in defecation also showed no sig-
nificant difference between the groups: 3.3+ 1.6h and
3.0 £1.5 h, respectively. The presence of abdominal pain was

Table 1. Patient characteristics

A group B group P value
144 cases 141 cases

Male : female 92:52 79:62

Age (mean £ SD) 60+11 61110 NS

51

reported in 17% of patients in group A and 15% of patients
in group B, with abdominal pain scores of 0.17 £0.38 and
0.15+0.35 for group A and group B, respectively (NS)
(Table 3). Nausea was reported in 24% of group A and 21%
of group B. The nausea scores were 0.28 +0.55 in group A
and 0.21 £ 0.43 in group B (NS). The preparation scores were
0.28 £0.52) in group A and 0.81 £0.77 in group B. Group A
demonstrated significantly better preparation (P <0.001)
(Table 4). The times for reaching the cecum were
6.4+ 3.6 min in group A and 7.3 4.0 min in group B, with
group A demonstrating significantly shorter times (P = 0.04).

DISCUSSION

A variety of regimens have been studied as adjuncts to stan-
dard PEG lavage. Rhodes et al. evaluated the use of meto-
clopramide in conjunction with PEG, randomly assigning 40
patients to receive either metoclopramide 10 mg or placebo
30 min before receiving PEG.” Patients receiving metoclo-
pramide experienced significantly less nausea and bloating,
but there was no significant difference seen with respect to
colon cleansing.

Sharma et al. reported that magnesium citrate or bisacodyl
before PEG lavage improved colonoscopy preparation and
that these stimulant laxatives did not affect hemodynamics
or serum electrolytes.! Brady et al. also evaluated the laxa-
tive bisacodyl in combination with PEG lavage, concluding
that bisacodyl did not significantly influence adequacy of

Table 2. Defecation results

A group B group P value
Frequency of defecation 79x31 7.7+3.6 NS
Time in bathroom (hours) 33+1.6 3.0£15 NS
All values are mean + SD.
Table 3. Abdominal pain and nausea
A group B group P value
Presence of abdominal 25 (17%) 21 (15%)
pain
Degree of abdominal 0.17 £0.38 0.15+0.35 NS
pain
Presence of nausea 34 (24%) 29 (21%)
Degree of nausea 0.28£0.52 0.21+0.43 NS

All values are mean * SD.

Table 4, Condition of preparation and time required for
colonoscope to reach cecum

A group B group P value
Preparation score 028+£052 081£077 P<0.001
Time to reach cecum 6.4+3.6 73140 P=0.04

(min)

All values are mean + SD.
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colon cleansing, the amount of PEG required, or patient
satisfaction.”” Fifteen Japanese studies have shown good
results with the use of sodium picosulfate in combination
with PEG.**" Investigators have reported that the sodium
picosulfate combination not only achieved good bowel prep-
aration but also suggested that the amount of PEG could be
decreased from over 2000 mL to 1500 mL or 1000 mL. Clin-
ically, however, the use of stimulant laxatives tends to
increase patient discomfort, particularly abdominal discom-
fort and nausea, especially in patients without constipation.®

The gastrointestinal stimulant cisapride was introduced in
1993 and has been used in many experimental and clinical
studies worldwide.”"®”® Ueda eral reported that when
cisapride was used in addition to magnesium citrate:lavage,
it decreased the time required for bowel cleansing and
increased the quality, of bowel preparation in patients older
than 60 years.” Other studies have failed to demonstrate sim-
ilar results and the efficacy of cisapride as an adjuvant to
standard PEG lavage remains uncertain.

Use of a concentrated senna extract in combination with
PEG has also been evaluated. Ziegenhagen et al. randomly
assigned 120 patients to receive the senna preparation or
placebo a day prior to ingestion of PEG.? Satisfactory cleans-
ing of the colon was observed in 90% of patients receiving
senna, compared with 57% of patients in the placebo group.
A study conducted by these authors, however, failed to dem-
onstrate any advantage of senna use with PEG for pre-
colonoscopic preparation.' In addition, the elderly patients
in the study tended to experience greater abdominal pain
with senna use.

In the present study, we examined the effect of DKT and
PEG as a cleansing regimen prior to colonoscopy. DKT is a
traditional herbal medicine, which is a mixture of zanthoxy-
lum fruit, ginseng root, dried ginger root, and malt sugar. It
has been shown to increase gastrointestinal motility and
reduce bowel obstruction.""* Good clinical resujts with DKT
as a treatment for paralytic ileus have been reported.”

This study showed that DKT in combination with PEG
improved bowel preparation for colonoscopy without increas-
ing abdominal pain, nausea or early defecation. Although no
difference in the frequency of bowel movement and the time
required for defecation was seen, the bowel preparation score
or remaining stool volume was significantly lower in the group
who received DKT. This suggests that DKT enhanced gas-
trointestinal motility, resulting in increased stool evacuation.
An experimental study using resected guinea-pig ileum sug-
gests DKT increases gastrointestinal motility through its
effect on acetylcholine (ACh) and tachykinin in the enteric
nervous system, and the subsequent interaction of ACh with
the 5-HT4 receptor.”? This mode of action was also sup-
ported by results from an in viveo study using a canine model
which evaluated phasic contraction of the vestibule of the
stomach, the duodenum and the jejunum, induced by intra-
gastric dosage of DKT.* It has been reported that motilin,
the gastrointestinal hormone in blood plasma, increases in
humans after a single dosage of DKT.” With regard to gas-
trointestinal contraction, zanthoxylum is considered the
active DKT ingredient, in particular hydroxy B-sanschool, the
chief component of zanthoxylum.? Studies suggest that giving
DKT has other effects including increased rectal tempera-
tures following an anesthesia-induced decline (in a leporid
model);* intensifying gastrointestinal blood flow (murid

Y SAIDA ET AL.

model);” and significantly increasing vasoactive intestinal
polypeptide in human blood plasma.”®

CONCLUSION

This study indicates that DKT in combination with PEG
improved bowel preparation for colonoscopy without
increasing patient discomfort in terms of abdominal pain,
nausea or earlier defecation. DKT and PEG appears a safe
and gentle combination regimen for colonoscopy prepara-
tion. Routine administration of DKT in combination with
PEG thus appears appropriate in this clinical setting.
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Abstraci—Robotic laparoscope positioners are now expected
as assisting devices for solo surgery among endoscopic surgeons.
In such robotic systems, the human-machine (surgeon-robot)
nterface is of paramount importance because it is the means by
which the surgeon communicates with and controls the robotic
camera assistant. We have designed a novel human-—machine
nterface, called “FAce MOUSe,” for controlling the position of
a laparoscope. The proposed human interface is an image-based
ystem which tracks the surgeon’s facial motions robustly in real
~ time and does not require the use of any body-contact devices,
. such as head-mounted sensing devices. The sitrgeon can easily and
: precisely control the motion of the laparoscope by simply making
v the approprmte face gesture, without hand or foot switches
5 or voice input. Based on the FAce MOUSe interface, we have
' developed a new robotic laparoscope positioning system for solo
surgery. Our system allows nonintrusive, nonverbal, hands off
¢ and feet off laparoscope operations, which seem more convenient
. for the surgeon. To evaluate the performance of the proposed
; system and its applicability in clinical use, we set up an in vive
. experiment, in which the surgeon used the system to perform a
lapm oscopic cholecystectomy on a pig.

Index Terms—TFace gesture, human-machine interface, laparo-
- scopic surgery, robotic camera assistant, solo surgery.
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Fig. 1. Diagram of action flow in endoscopic solo surgery.

I. INTRODUCTION

N CURRENT laparoscopic surgery, the vision of the

operating surgeon usually depends on the camera assistant
responsible for guiding the laparoscope. The assistant holds the
laparoscope for the surgeon and positions the scope according
to the surgeon’s instructions. This method of operation is
frustrating and inefficient for the surgeon, because commands
are often interpreted and executed erroneously by the assistant.
Also, the views may be suboptimal and unstable because
the scope is sometimes aimed incorrectly and vibrates due
to the assistant’s hand tremors. The introduction of robotic
technologies, specifically, the development of robotic laparo-
scope positioning systems to replace the human assistant, is a
major step toward the solution of this problem. Laparoscope
positioning systems will enable endoscopic solo surgery, in
which the surgeon carries out all surgical work alone, without
the support of the human camera assistant.

Fig. 1 illustrates the action flow in an endoscopic solo surgety.
As shown in this figure, the operating surgeon manipulates a
variety of surgical instruments using both hands and one foot,
while watching the TV monitor screen displaying the image
of the patient’s body from the laparoscope. A robotic manip-
ulator, instead of a camera assistant, holds the laparoscope. The
surgeon is relying on a human~machine interface to carry out
the positioning of the laparoscope manipulator. This, a user-
friendly (i.e., surgeon-friendly) design of the human—machine
interface that controls the laparoscope positioner plays an im-
portant role in the realization of solo surgery.

Several robotic laparoscope positioning systems have been
devised in the last ten years. The first product, named AESOP,
was released to the marketplace in 1994 [1] by Computer

1042-296X/03$17.00 © 2003 IEEE
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Motion, Inc., Goleta, CA, USA. The human—machine inter-
face of most laparoscope positioners proposed in the eatly
years included a joystick (a teleoperation type [2] or instru-
ment-mounted type [3]) or foot pedal [4], and each required
the use of the surgeon’s hand and/or foot. These types of
interfaces, however, seem generally difficult to use because
surgeons already use their hands and/or feet to control a variety
of surgical tools. To solve this problem, several researchers
have introduced a voice-activated system based on the verbal
aspect of human speech [4]-[8]. In these systems, the sur-
geon's voice is at first turned into words or sentences using
a voice-recognition engine, and the appropriate actions (as
manipulator control commands) are then generated from the
recognized texts. Initially, the voice-activated system seemed to
be an effective approach because verbal instructions are natural
for humans and neither hands nor feet are required to control
the laparoscope. However, this system does have some inherent
limitations, such as reduced accuracy in positioning, long reac-
tion times, and erratic movements in a noisy environment. We
believe that a motion-based laparoscope controller, using the
movement of the surgeon’s head, is the best solution because
nonverbal instructions such as face gestures are more intuitive
and faster than verbal instructions. Also, because these gestures
have the potential ability to represent not only the direction of
scope motion but also the degree of motion, such as velocity,
laparoscope positioning accuracy may be improved. Several
laparoscope manipulators with a head navigation interface have
previously been developed [9]-[13]. Such systems, however,
failed to fully utilize the nonverbal features of facial motion.
These systems were limited to detecting dominant head
gestures, which only served as discrete (verbal) commands,
and required not only head movements but also simultaneous
control of an additional footswitch. Furthermore, the surgeon
had to wear head-mounted sensing devices, such as a headband
and gyro sensor, which were stressful for the surgeon.

Tomakethe mostoftheadvantagesofnonverbal and noncontact
instructions, we have designed a novel human—machine interface,
called“FAceMOUSe,” forcontrolling the laparoscope positioner.
This proposed human interface is an image-based system which
tracksthesurgeon’sfacialmotionrobustly inrealtimeand doesnot
require the use of body-contact sensing devices. Using the FAce
MOUSe interface, we have developed a new robotic laparoscope
positioning system for solo surgery. Our system, which seems to
be the most convenient for the surgeon, allows nonverbal, hands
off and feet off laparoscope operations.

In Section II, we will explain the concept of FAce MOUSe in
greater detail.

II. CoNCEPT OF FACE MOUSE

First of all, we will summarize the degrees of freedom (DOFs)
of the laparoscope and the surgeon’s face.. Then, we will discuss
the correlation between laparoscopic and facial motions, and
describe the FAce MOUSe concept.

A. Laparoscope DOFs

Due to the constraints imposed by operating through the
trocar point, laparoscope movements are kinematically re-

Spin (avoided)

Laparoscope

Insertion

Pan Left

The Abdominal Wall

tissue Tilt Down

Fig. 2. Laparoscope DOFs.

stricted to four DOFs: the first and second DOFs for pivoting
about the trocar insertion point, i.e., pan and tilt motions,
which produce a translation of the patient’s body image on
the monitor screen; a third DOF for insertion and retraction
along the longitudinal axis, which produces a magnification or
reduction of the visualized laparoscopic field; and another DOF
for spinning about the insertion axis, which produces a rotation
of the visualized image around the image center. The surgeon,
however, usually needs to avoid the rotation of the visualized
image on the monitor screen during the operation because
this demands additional mental effort [14] that is not needed.
The camera-holding robot thus requires only three DOFs-two
rotation angles (par and tilf) and a translation along the camera
optical axis (insertion and retraction), as shown in Fig. 2.

B. DOFs for the Surgeon’s Face

In standard laparoscopic surgery, such as a laparoscopic
cholecystectomy, the surgeon usually stands in front of the
TV monitor displaying the scope image, and observes the
surgical point of interest on the screen. Therefore, we can
assume fronto-parallel and distance-constant interaction, i.e.,
the surgeon’s face remains almost parallel to the TV monitor
screen and the distance between the surgeon and the screen is
almost constant during the entire interaction time. Notice that
during this kind of interaction, the DOFs for the surgeon’s face
are reduced from six to three, namely, a translation two-dimen-
sional (2-D) vector (z,y) and a rotation @ in the face plane
[see Fig. 3(a) and (b)]. When the motion of the face is small,
the translation vector can be approximately replaced with pitch
and yaw motions [Fig. 3(c)], while the scalar & cotresponds to
the roll motion angle.

C. Correspondence Between Laparoscope Motions and Face
Motions in Previous Work

Kobayashi et al. [9] related the face-roll, face-pitch, and
face-yaw motions to scope-zoom, scope-tilt, and scope-pan
motions, respectively. Furthermore, they developed another
command method [10], in which the determination of the
scope-pan and scope-tilt angles is based on the time of the
face-r61l motion while the scope-zoom is controlled by the
face-pitch motions (in this method, the face-yaw motion is not

" used for positioning the scope). In their system, the surgeon can

drive the laparoscope manipulator by moving his/her head in
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Face plane
@)

- the appropriate direction, followed by turning on an additional
- knee switch to confirm the motion request.

Inthe endoscope-holdingrobot, EndoSista[11], commercially

available from Armstrong Healthcare Ltd., High Wycombe, UK.,

. aface-rolling motion is used as a toggle switch to change the sig-
" nificance of the pitch motion [12]. At first, a nod motion (face
- pitching) indicates the camera tilt and a side-to-side head motion
. (face yawing) indicates the camera pan. After the surgeon makes
. aroll motion, a nod up indicates the camera retraction (image re-
: duction) and a nod down indicates the camera insertion (image
. magnification). The surgeon can control the motion of the laparo-

i e i 4 e =

scope by making such head gestures, in conjunction with a foot
switch to avoid the execution of inappropriate input. In the latest
version of EndoAssist [13], the foot switchisalsoused asa trigger
instead of rolling the face, which changes the significance of the

face-pitch motion.

D. Discussion

Face gestures are nonverbal and seem suitable for the precise

control of scope motion. Furthermore, face gestures do not re-
. quire the use of the hands or feet, and so they are convenient for
“the operating surgeon. The previous face motion-based laparo-

scope positioners, however, did not fully utilize the advantages
of face gestures. '

» They did not allow hands-free and feet-free laparoscopic
operations. The surgeon was required not only to make the
face gesture but also to control an additional foot or knee
switch, which could confuse the surgeot.

e Although face gestures are nonverbal, typical head ges-
tures were related only to several discrete commands
(verbal texts) such as “zoom/tilt/pan the scope,” which
are inherently the same as voice-activated systems. While
this approach is reasonable for discrete, high-level tasks,
it is inappropriate for continuous low-level controls, such
as the fine adjustment of laparoscopic positions.

To make the most of the merits of face gestures, we worked out
a new laparoscope control scheme: FAce MOUSe. *

E. FAce MOUSe

Fig. 4 illustrates the FAce MOUSe control scheme. As shown
in Fig. 4(a), the state of the robotic laparoscope positioning
system can be broken down into the following three states [17].

- 1) SHIFT state: guiding the laparoscope for maintaining the
surgical point of interest in the center of the video frame.
This state corresponds to pan and tilt camera functions.

FAce MOUSe: A NOVEL HUMAN-MACHINE INTERFACE FOR CONTROLLING THE POSITION OF A LAPAROSCOPE
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Fig. 3. Face DOFs. (a) A rotation in the face plane (rolling). (b) A translation in the face plane. (c) Pitching and yawing motions.

2) ZOOM state: guiding the laparoscope for providing the
required target magnification. This state corresponds to
insertion and retraction camera functions.

3) STILL state: keeping the laparoscope still. This state
means the surgical view is to be fixed.

All surgery work time can be classified into any of these states
from the viewpoint of laparoscope operation.

Let us consider how to control not only the laparoscope mo-
tion itself but also the transition between these states by making
face gestures only. We refer to the face motion for the transi-
tion state as the Trigger Action, and that for guiding the laparo-
scope as the Guiding Action [see Fig. 4(a)]. The method for po-
sitioning the laparoscope through face motions is summarized
as follows.

Step 1) Make a Trigger Action to Change the STILL State
to the SHIFT/ZOOM State: The thick solid lines in Fig. 4(a)
correspond to this step. To complete the transition, the following
three consecutive face motions are required [also see Fig. 4(b)
and (c)]: 1) put the position and pose of the face in the standard
position and pose; 2) roll the face counterclockwise (for SHIFT)
or clockwise (for ZOOM); and 3) return the face “precisely” to
the standard position and pose. Note that the surgeon cannot
make this-action unconsciously.

Step 2) Make a Guiding Action in the SHIFT/ZOOM
State: The thick broken lines in Fig. 4(a) correspond to this step.
Once the system comes into the SHIFT or ZOOM state, the face
translation is represented as a vector from the standard position,
and the direction and magnitude of the vector are, respectively,
transformed into the direction and velocity of the laparoscope
motion. As shown in Fig. 4(b), the face intuitively shifts parallel
to the scope image plane, corresponding to the identical pan
and tilt movements of the laparoscope when the state is SHIFT.
On the other hand, when the state is ZOOM, the up and down
movements of the face correspond to the zoom-out and zoom-in
movements, respectively, of the laparoscope [see Fig. 4(c)].

Step 3) Make a Trigger Action to Change the SHIFT/ZO0OM
State to the STILL State: The thin solid lines in Fig. 4(a) corre-
spond to this step. All the surgeon has to do is roll the face [see
Fig. 4(b) and (c)]. As soon as the rolling motion is detected, the
laparoscope motion stops and the state returns to STILL. Note
that this action is very easy to do.

This control scheme is analogous to that of a computer mouse
device (with two buttons), as shown in Fig. 5. Accordingly, this
is why we called our scheme FAce MOUSe. Guiding Action, in
which the 2-D translation in the face plane is dominant, corre-
sponds to the mouse body movement on the mouse pad plane.
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Fig.4. FAce MOUSe control scheme. (a) State transition diagram. (b) Face motions for pan/tilt camera functions. (c) Face motions for scope insertion/retraction.

Trigger Action, in which the 1-D rotation in the face plane is
dominant, corresponds to mouse button operations such as click
(i.e., press and release the button). The correspondence between
the Guiding and Trigger Actions and mouse device operation is
summarized in Table I. :

Our FAce MOUSe control scheme is based on the nonverbal
aspect of human gestures and provides the surgeon with a means
of total hands-off and feet-off laparoscope operations, while
also achieving rapid reaction and high positioning accuracy. To
maintain high levels of “safety” during surgery, however, we
must note the following two points.

* Without exception, unintentional movements, which
could be misunderstood as Trigger Action (to SHIFT) or
Trigger Action (to ZOOM) in the STILL state, should be
avoided.

s Trigger Action (to STILL) should be definitely and imme-
diately recognized in the SHIFT/ZOOM state.

We performed a successful FAce MOUSe implementation by
paying great aitention to these points.

IT1. IMPLEMENTATION
A. FAce MOUSe System Overview

We demgned a novel human—machme interface for con-
trolling the laparoscope w1th the above method. The system
configuration and Overview are shown in Fig. 6. Our laparo-
scope positioning system, the FAce MOUSe system, consists
primarily of a chaxge coupled device (CCD) camera placed just
over the TV ‘mdhnitor; an all-purpose PC (CPU: Intel Pentium
I11, 6§§)OMHZ OS:Vine Linux 2.0) with a video-capturing
dev1ce a robot ‘mahipulator that holds the laparoscope, a scan
converter for superimposing graphics on the scope image, and
a foot switch [se&Figh6(a) and (b)]. For face tracking, we used
a cornmerciallys availablg:zoom camera, Sony EVI-D30, whose
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surgeon's face

T~ (FAce MOUSe)

il

Fig. 5. Analogy between facial motion and mouse operation.

TABLE 1
CORRESPONDENCE BETWEEN GUIDING/TRIGGER ACTIONS AND
v MOUSE DEVICE OPERATIONS

FAce MOUSe

i Trigger Action (to SHIFT)
Trigger Action (to ZOOM)
Trigger Action (to STILL)
Guiding Action

Computer mouse device

Click the left button

Click the right button

Press the left/right button

Slide the mouse body on the pad

g

E pan/tilt/zoom can be controlled manually using an infrared (IR)
“ remote commander. A systematic calibration process is not
s necessary; all one needs to do before using the FAce MOUSe
“interface during surgery is to use the remote commander to
: roughly adjust the camera parameters so that the surgeon’s face
: is near the center of the video image and the projection size is
" appropriate. Once the camera is set in the appropriate position
“and pose, the core system in the PC can detect and track the
 surgeon’s facial features in real time (30 Hz) from a sequence
: of video images captured through the CCD camera. Assuming
-that the surgeon’s face is moving on a virtual plane parallel
' to the TV monitor screen (that is, the surgeon’s face has only
"three DOFs), the system estimates the position and pose of the
' surgeon’s face in real time from the image-processing result and
 then recognizes the silrgeon’s facial gestures (i.e., the Trigger
-and Guiding Actions). According to the state of the system and
;thc gestural action recognition result, the control command is
¢ sent to the laparoscope manipulator. The kinematic mechanism
ii_of this manipulator was inspired by and is similar to that used in
ithe LARS surgical robot designed by Taylor et al. [3]. As shown
“in Fig. 7, our manipulator has a planar double-parallelogram
.mechanism (two DOFs) and a ball-screw mechanism (one
DOF). The planar double-parallelogram mechanism allows
‘movements only around an arc whose center is the point of
‘trocar insertion, which corresponds to the pan and tilt scope
motions and produces a translation of the patient’s body image
‘on the monitor screen, with respect to the surgeon’s reference
work frame. The ball-screw mechanism enables translation
along the longitudinal axis of the laparoscope,~which corre-
sponds to the zoom-in and zoom-out motions and produces

a magnification or reduction of the visualized laparoscopic -

field. The system state and image-processing results are also
superimposed graphically on the laparoscope image using a
scan converter (as feedback information for the surgeon), and
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Fig. 6. FAce MOUSe system configuration. (a) System overview.

(b) Hardware components.

the resulting image is displayed on the TV monitor. In the
current version, an emergency foot switch for stopping a scope
‘movement is also provided, but there has been no need to use it.

B. Software Components Qverview

Fig. 8 shows the overview of the FAce MOUSe software
system. The following three processes run on the main
computer: FAce MOUSe core process (CORE), overlapped
graphics generator (OGG), and laparoscope manipulator
controller (LMC).
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Fig. 7. Mechanism of laparoscope manipulator.
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Fig. 8. FAce MOUSe software components.

The CORE process mainly consists of the following two soft-
ware modules: real-time face tracker (RFT) and state and action
manager (SAM). The RFT module detects and tracks the sur-
geon’s facial features in real time from the image sequence cap-
tured through the surgeon-surveillance CCD camera. The SAM
module manages the state of the laparoscope manipulator and
. the surgeon’s facial actions, based on the time sequence of the
position and pose coming from the RFT module. As a result,
the CORE process generates the surgical view control command
and outputs it to the LMC process while sending the state and
action information to the OGG process.

The OGG process outputs feedback information for the sur-
geon graphically on the PC display, and the resulting image
(graphics) is.synthesized with the laparoscopic image signals
using the scan converter.

The LMC process converts the surgical view coatrol com-
mands to motor control commands and then drives the robot
manipulator.

In Sections HI-C-E, we will explain each software compo-
nent in more detail.

C. FAce MOUSe Core Process (CORE)

1) Real-Time Face Tracker (RFT): During surgery, the la-
paroscopic surgeon usually wears a gown, cap, and mask, so
that almost all facial features, such as the mouth, nose, and hair
do not appear in the surveillance image. Taking this into ac-
count, we developed two robust, RFTs: an iris-based tracker and
a marker-based tracker. The iris-based tracker extracts, at most,
two black circular shapes, which are the surgeon’s irises, from
the surveillance image using simple thresholding and the Hough
transformation technique. The marker-based tracker uses simple
thresholding and a conventional labeling algorithm to detect and
track a black rectangular marker attached to the surgical cap in
advance. Although the iris-based method requires careful selec-
tion of the thresholding and Hough transformation parameters
according to illumination conditions or individual variations of
the visible size of the irises (the irises are partially occluded by
the eyelid), there is no difference in the tracking performance
between the two face trackers. Both trackers can work at a fre-
quency of 30 Hz. The details of these face-tracking methods can
be found in [18]. Assuming distance-constant and fronto-par-
allel interaction (described in Section I1-B), the system esti-
mates the position and pose of the surgeon’s face in real time
from the image-processing result. When using the iris-based
tracker, the midpoint of the line segment joining the centroids of
the left and right irises is known as the position of FAce MOUSe,
and the angle between this line segment and the horizontal axis
of the image (i.e., the 2 axis) is known as the pose of FAce
MOUSe [see Fig. 9(a)]. When using the marker-based tracker,
the centroid of the marker and the angle between the principal
axis of inertia of the marker region and the image z axis are re-
garded as the position and pose of FAce MOUSe, respectively
[see Fig. 9(b)]. As shown in Fig. 8, the surgeon can select either
tracker in advance as the FAce MOUSe tracker (in the current
version, we cannot use both trackers simultaneously).

In actual practice, it could be difficult sometimes to set the TV
monitor just in front of the operating surgeon due to the presence
of other surgical equipment in the operating room. Furthermore,
because we did not require a precise setting of the face-tracking
camera, affine distortion of the face plane, the image plane and
the TV monitor plane could result. Nevertheless, our system
works well because we utilize the relative displacement (devia-
tion) of FAce MOUSe, not the absolute coordinates, and the sur-
geon can always monitor the relative change of the detected face
position and pose by checking the indicator superimposed on the
TV monitor (even if distortion exists, the surgeon can flexibly
adjust his/her face motion). For details, see Sections I1I-C.2 and
D. :
2) State and Action:Manager (SAM): The software module
SAM recognizes the surgeon’s face gestures based on the time
sequence of the position and pose of FAce MOUSe, and controls
the state of the laparoscope manipulator. We will first define the
three virtual mouse pads-and two special states of FAce MOUSe.

Thrge virtual mouse pads (see Fig. 5): We denote the three
rectarigular regions;:which correspond to virtual mouse pads
superimposed on:the:face motion plane, as Dieady, Dirigger, and
Dguicling (Dreﬂd)’vzxc’ Ei"ig'gel' - Dguiding)- Dread& indicates the
standard position: ofiFAge MOUSe. Diyigge, and Dgyiding are
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I the principal axis
of inertia
of marker region

£ . . , Position (x,y) : the centroid of marker
Position (x,y) : the midpoint of the line segment

joining the centroid of left iris and that of right iris
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(@)

(b)

Fig. 9. Estimating the position and the pose of the surgeon’s face. (a) Iris-based method. (b) Marker-based method.
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first-term test second-term test final test
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e timie e time
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s Im te

Fig. 10. Recognition process of Trigger Action.

the virtual mouse pads for Trigger Action and Guiding Action,
respectively. As an example, the Guiding Action must be made
within the region Dguiding- 4

Two special states of FAce MOUSe: Let (z(t), y(t)) and 8(t)
be the position and pose, respectively, of FAce MOUSe coming
from the RFT module at time . For convenience, we define the
following special states of FAce MOUSe.

* ready state:
The state of FAce MOUSe is referred to as “ready at
time ¢ if both (z(t), y(¢)) € Dyeady and [0(2)] < Oaas.
° roll state:
The state of FAce MOUSe is referred to as “roll at time
¢ if both (z(t), y(t)) € Duvigger and [0(t)] > bron.
faas and 0, indicate the thresholds for restricting the pose of
FAce MOUSe and 0 < 0gat < 00y (in practice, fga; = 2°,
91’011 = 120)-
The process in the SAM module varies with the state of the
laparoscope manipulator, as follows. )
a) The case where the state of the laparoscope manipulator
is STILL.
The system regularly checks whether the state of FAce
MOUSe changes to ready. The following special process
is executed just after the ready event occurs (at most, this
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process occurs during the 5 s period Tp,ay, which will be
defined below). Let ¢, be the time when the ready transi-
tion event has occurred. If the FAce MOUSe state changes
to roll at time ¢ = ¢,,(> t;) while passing the first-term
test, and if it returns to ready at time ¢ = to(> tm)
while passing the second-term test, and if the final test
is also passed, then the face action during time [t,, t,] is
regarded as a Trigger Action (see Fig. 10), and the state of
the laparoscope manipulator is changed according to the
rolling motion angle at time ¢ = t,,: the state is changed
from STILL to SHIFTif §(t,) > 0, or STILL to ZOOM if
f(tm) < 0. The details of the above three-term tests are
the following.
» The first-term test (from ready to roll)
The following conditions must be satisfied simul-

.taneously:
(z(t), y(t)) €Dtrigger during t = [ts, tm) ¢))]
tm — ts <Tstay. (2)

o The second-term test (from roll to the second reacly)
The following condition must be satisfied:

(w(t)1 y(t)) € Dtrigger during t= [tm, te). 3
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o The final test.
The following conditions must be satisfied simul-

taneously: -
lz(te) — z(ts)| <egz 4)
|y(te) - y(ts)| Sey (5)
te - ts <Tmax (6)

where €; and ¢, indicate predetermined positive
" constants. T¢ay and T,y are the thresholds for re-
stricting the time for action, and Tyay < Timax (in
practice, Tytay = 28, Tmax = 5 8).
b) The case where the state of the laparoscope manipulator
is SHIFT/Z0O0M.
If either the condition

("E(t)v'y(t)) ¢ Dguiding

or the condition

™)

18(£)| > Oron 8)

is satisfied, then the system considers the surgeon’s face
‘action as a Trigger Action and changes the state of the
laparoscope manipulator to ST/LL while sending the
3-D vector 0 = (0, 0,0)7 -(indicating the stop of laparo-
scope motion) to the laparoscope manipulator controller
(LMC). Otherwise, the system regards the surgeon’s
facial gestures as a Guiding Action and calculates the
face deviation vector z(t) as

=(t) = ((t) ®

where (a;;,rigin,yor'igin) indicates the position of FAce
MOUSe just after the state of the laparoscope manipu-
lator changes from STILL to SHIFT/ZOOM. Then, the
system outputs the deviation vector z(t) to the over-
lapped graphics generator (OGG) as one portion of the
feedback information for the surgeon, while sending the
following 3-D vector to the LMC process as the surgical
view control command:

(z(t)T,0)T, . ifthe state is SHIFT

v(t) = A T .
: (O, 0, z(t) <l)> , if the state is ZOOM.
(10)
The first and second elements of the command vector v(t)
correspond to the horizontal and vertical components of
the view shifting velocity, while the third element indi-
cates the view scaling velocity along the optical axis.

3) Consideration of Safety: Our implementation takes
surgery safety into account. Basically, Trigger Action (to
SHIFT/ZO00M), representing a left/right click of the mouse,
is 'made by changing the state of FAce MOUSe from ready
to roll and by returning to ready, as shown in Fig. 10. Notice
that the ready state is natural for the surgeon. Therefore, FAce
MOUSe may often change to the ready state by the surgeon’s
unintentional movements. But, in such a case, it would be very
rare to pass the first-term test because the roll state requires
the surgeon to make unusual movements. On the other hand,
when the surgeon feels fatigue or doubt, the angle of the head
may indicate a slight leaning. In the current implementation,

— Zorigin, Z/(t) - yorigin)T

the system cannot recognize such fatigue or doubt signs. As

a result, the system -may regard this natural leaning of the -
surgeon’s head as a roll gesture. Even in this case, it is very

difficult to pass all three tests. Especially, such nonmanipulative

gestures do not seem to satisfy the final conditions (4)~(6),

which require the surgeon to make the fast and fine positioning

of FAce MOUSe.

Compared with Trigger Action (to SHIFT/ZOOM), it is much
easier to make Trigger Action (to STILL) in the SHIFT/ZO0OM
state. All the surgeon has to do is satisfy (7) or (8). This pro-
vides the means for a rapid stop of laparoscope movements. Al-
though unintentional movement may infrequently satisfy these
conditions, a high level of safety can be maintained because this
type of misunderstanding only results in stopping of the scope
movement.

D. Overlapped Graphics Generator (0GG)

The OGG process assists the surgeon in making the appro-
priate face gesture by transforming the following information,
which comes from the SAM module in the CORE process, into
string$, or symbols, or graphics. '

1) The state of the laparoscope manipulator as a string. Ac-
cording to the state of manipulator, one of three strings
(“Still,” “Shift,” or “Zoom”) is superimposed at the top
center of the laparoscope image.

2) The state of FAce MOUSe as a string.

In the current version, when the state of the laparoscope
manipulator is STILL and the state of FAce MOUSe is
ready, the string “Ready” is displayed at the top-center
position, instead of the string “Still”. Furthermore, the
string “Stillhold” is output at the same position when the

" time constraint (2) or (6) is violated.

3) The position and pose of FAce MOUSe and the virtual
mouse pad as graphics.

The FAce MOUSe position (z,y) and pose 4 and the
virtual mouse pad (Clthel Dieadys Dmgger, or Dgyiding),
which are graphically represented in Fig. 11, are dis-
played at the top -left corner of the rnomtor screen. The

The face deviation vector z(t) is dlawn as a vector at
the center of the, lapzuoscope image when the state of the

ifv; > ¢
1fvZ < ¢

(1D

Iapaloscope ,mafn' i
portional:constal
using e;;:the;

1=shown in Fig. 7. Kz mdlcates a pro-
'is an infinitesimal value. By filtering
¥ unintentional body movements or

— 454 —



NISHIKAWA et al.: FAce MOUSe: A NOVEL HUMAN-MACHINE INTERFACE FOR CONTROLLING THE POSITION OF A LAPAROSCOPE 833

X

()

o, .
Fig. 12. Examples of feedback information overlaid on the laparoscopic
image.

image noise can be eliminated, and also the surgeon can easily
stabilize the motion of the laparoscope.

Our FAce MOUSe system is applicable to other types of
laparoscope manipulators or other medical robots by simply
rewriting (11) according to the robotic kinematics. Please note
that, in our case, this transformation equation is very simple

due to the remote-center-of-motion mechanism in which the

motions of all axes are kinematically decoupled at the insertion
point.
IV. EXPERIMENT
To evaluate the performance of our system, an experiment
was first conducted under laboratory conditions using a conven-

tional laparoscopic surgical training box and standard laparo--

scopic equipment (all from Olympus Optical Co. Ltd, Tokyo,

Japan). Next, an in vivo experiment was carried out, in which

[:Q CCD camera

1700mm

TV monitor

Laparoscope manipulator

a
E i ‘\AQOOmm >§ surgeon
—-

(=)
§ Desk Base f \ 0

g 30[deg

§ [dee] 1 140mm

&| Training box (substitute for pati\ent) )

425mm

Fig. 13. Setup of laboratory experiment,

a surgeon used our system in a conventional laparoscopic oper-
ating room environment and a regular set of instruments (also
all from Olympus Optical Co. Ltd) to perform a laparoscopic
cholecystectomy on a pig.

A. Laboratory Experiment

The following two tasks were used to evaluate the basic per-
formance of our system: 1) directing the scope along a 25-cm
rope (for evaluating scope movements in the SHIFT state) and 2)
magnification of a 10-mm ball (for evaluating scope motion in
the ZOOM state). Note that these tasks did not require a surgical
operation or surgical instruments, such as forceps and scalpel.
This experiment involved three subjects (named A, B, C). Sub-
ject A was familiar with the FAce MOUSe interface but the other
two subjects had never used the system before. A schematic rep-
resentation of the experimental setup is shown in Fig. 13 (see
Fig. 6(a) also).

1) Task 1: The 25-cm rope was placed in the training box so
that it formed a shape like a reversed “S” [see Fig. 14(a)]. The
rope contained 10 knots at 20-mm intervals. The visual field of
the camera was displayed on. a 400 x 300-mm monitor, and a
40-mm circular mark was put on the screen. The three subjects
were asked to direct the scope from one end of the rope to the
other, such that the 10 knots passed through the circular mark in
order and, at the end, the rope tip was at the center of the mark.
A referee measured the time taken to complete the task with a
stopwatch and recorded the distance between the center of the
mark and the end point of the rope on the display screen, as a
measure of positioning accuracy. This procedure was repeated
for 10 consecutive trials per subject.

The times for task completion and the final positioning errors
for each: trial are plotted in Fig. 15(a) and (c), where the three
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(b)

Fig. 14. Examples of laparoscopic images taken at the laboratory experiment.
(a) A 25-cm rope with 10 knots. (b) A 10-mm metallic ball.

curv_és correspond to the three subjects A, B, and C. The overall
" mean time for task completion was 45 s. The improvement in
speed due to learning between trial 1 and trial 10 was about42%
of the initial trial time (the mean time for trial 1 was 62 s; for
trial 10, it was 36 s). The mean and maximum positioning errors
were 4.8 mm and 12 mm, respectively, which corresponded to
0.97% and 2.4% of the diagonal length of the monitor screen.
2) Task 2: A 10-mm metallic ball was placed in the training
box [see Fig. 14(b)] and initially the laparoscope was set so
that the display size of the ball was 30 mm. Also, a 100-mm
circular mark was put on the monitor. The three subjects wege
asked to magnify the ball so that its size was consistent with the
size of the mark. A referee measured the task completion time
and recorded the final display size of the ball as a measure of
accuracy. This was repeated for 10 consecutive trials per subject.
The task completion times and the accuracy measures at each
trial are plotted in Fig. 15(b) and (d). The learning curve for Task
2 is almost flat, while the Task 1 -curve does not level off within
ten trials. This happened because Task 2 was simpler than Task
-1, in which the subject had to make a variety of face motions.
The overall mean time for task completion was 18 s. The mean

'surgeon by intr od

and maximum positioning (magnification) errors were 1.3 an
5 mm, respectively (i.e., 1.3% and 5% of the target size).

3) Swmmary of Results: In all of the tests, we did not fin
any case in which our system was misguided. All subject
performed both tasks correctly and nonstop for all trials. Thes:
experimental results demonstrate the effectiveness of FAc
MOUSe, such as easy camera guidance and high positionin;
accuracy. Notice especially that it is very difficult to us
the conventional head navigation systems or voice-activate
systems to perform nonstop pan and tilt scope operation:
along a complex, curved path, as used in Task 1. Although on
of the subjects was familiar with our system, there were nc
differences in task time and error among the three subjects.

B. In Vivo Experiment

In the above laboratory experiment, the use of surgical instru
ments was not included in the assessment tasks. In using ow
system to perform a real operation, however, the surgeon woulc
have to make face gestures while also precisely controlling sur-
gical tools with his/her hands and/or foot. Fatigue caused by
much longer operation times (than those for Task 1 and Task
2) may have a negative influence on face motions. Furthermore
the surgeon may sometimes move his/her face in an extreme anc
unintentional manner because of tool extraction or insertion, o1
conversation with another person in the operating room. Ever
in these cases, the system should maintain a high level of safety
To evaluate the applicability of our system to clinical use, an ir
vivo laparoscopic cholecystectomy was performed on a pig.

1) Experimental Setup: A schematic representation and
photograph of the in vivo experimental setup are shown in
Fig. 16. Four insertion holes were made on the abdominal
wall of the pig prior to the surgical operation. In the Fig. 16
schematic representation, L and R, indicate the trocar points for
instruments used by the surgeon, C indicates the insertion point
for the laparoscope, and A, indicates the insertion position of
additional instruments. After trocar insertion, the laparoscope
manipulator was mounted on a holder hanging over the surgical
table, on which the pig was already in place. The laparoscope
manipulator was positiored precisely so that its remote rotation
center was consistent with trocar point C (see Fig. 7). The setup
time for the manipulator was about 20 min. Instead of a human
camera assistant, the system was used for the entire procedure
until the removal of the crallbladder

In addition to the opexatmc surgeon and robotic camera assis-
tant, another surgeon took part in the laparoscopic cholecystec-
tomy experiment as an Z}SSIStant He undertook the responsibility
of lifting up thel ver, whlch was hanging over the gallbladder to
be removed, He ed thls task only by supporting the liver

Incxdentally, thlS task'could be performed w1thout an assistant

'ng a p'lSSlVS mstrument holder (see [15] f01

.nwi"th our system. No one used the emer-
hutting down the system. The number of
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Fig. 15. Results of laboratory experiment. (a) Time to complete Task 1. (b) Time to complete Task 2. (c) Positioning accuracy in Task 1. (d) Positioning accuracy

in Task 2.
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44 min (2642 s), which was broken down into 2113 s (80.0%)
for the STILL state, 311 s.(11.8%) for the SHIFT state, and
218 s (8.2%) for the ZOOM state. The number of state transi-
tions for STILL — SHIFT and STILL — ZOOM, and vice versa,
were 40 and 50, respectively. In this experiment, the robot never
obstructed the surgeon’s work, and worrisome incidents and
technical problems did not occur. Fig. 17 shows scenes of the
surgeon’s facial motions in the experiment. The upper part of
Fig. 17 consists of the scope images which the surgeon looked
at; the lower part consists of the images of the surgeon’s face
from the surveillance camera. Each pair of images was taken at
the same time.

The number of times during the operation that the surgeon
made a Trigger Action to the system to drive the laparoscope
manipulator (i.e., Step 1 of Fig. 4) was 97 times, which breaks
down into 90 times for being recognized correctly by the system
and seven times for not being recognized correctly. Although
252 ready transitions (including the intentional 97 transitions)
were observed in the STILL state, the system never mistook any
other motion of the operating surgeon or any other surgeon who

»was present during the experiment. (e.g., see the second, third,
and fourth images of Fig. 17, which show a surgeon walking
behind the operating surgeon.) This result demonstrates that our
face-gesture recognition algorithm in the SAM worked well.

The number of times that the surgeon made face gestures to
stop the laparoscope motion (i.e., Step 3 of Fig. 4) was 90 and
these were all correctly recognized. We received many positive
comments, such as fast reaction time, high positioning accuracy,
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