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All of them are limited to the same frequency.

This is because when m = n, the two pulses in (13) are the
criginal Hermite pulses equally scaled, and hence orthogonal.
For the case of Non-Matched receiver, the values of the
matrix in (12) are given by the correlation between the upper-
frequency limited Hermite pulses and the original Hermite
pulses described by (1), resulting in

Jo-u)
Cfr::m = f <Pn(t, an)"}')m(t)dt;

—00

(14)

where N means Non Matched, and as before m,n €
{0,...,N — 1}. In this case, the matrix elements in (12)
differ from unity, except for the case of «, = 1, when the
modified pulse described by (5) equals the original Hermite
pulses described by (1). Assuming that C has full rank, it can
be decomposed into an orthogonal matrix Q and an upper
triangular matrix R as follows

C=0QR (15)
Defining X as the inverse matrix of R, we have
Q=CX. (16)

As defined above, C represents the pseudo-channe!l between
the transmitter and receiver. If the columns of X represent the
N symbols of the used transmit alphabet, then the columns
of Q represent the received signals just before the bank of
correlators, these columns are mutually orthogonal, which was
the objective of this section,

C. The transmit signal

In this section, we describe the composition of the transmit
signal determined by the columns of the matrix X defined in
(16). For the Matched receiver case, we define the transmit
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Fig. 3. Proposed Matched type pulse shapes for orders from 0 to 3.

pulses as the upper-frequency limited Hermite pulses defined
in (5), with elements of X as coefficients, such that
N1

‘Em(t) = T#tnf E Iﬂ,m‘Pn(t: an),

n=0

where, M stands for Matched and =z, ,, is the nth element in
the mth column of X. The normalization factor, 1/, can be
found from equation (18).

A2 * = 24y
(771; ) Z gﬂ(t) dt =1

= n=0

(17)

(18)

An example of the proposed matched type pulses and their
spectrum are shown in Figs. 3 and 4 respectively. For the Non-
Matched receiver, the proposed transmit pulses are defined as
the original Hermite pulses, defined in (1), having the elements
of X as coefficients, such that

N-1
Cm(t) = n:}:ﬂj Z xn,mwﬂ(t)s
n=0

where N M stands for Non-Matched and as before, x,, ;. is the
nth element in the mth column of X, and the normalization

(19

factor 2™ is derived from
oo N—1
(nVMy2 3 Gt dt=1. (20)
% =0

An example of Non-Matched receiver proposed pulse shapes
and their spectrum are illustrated in Figs. 5 and 6 respectively.

D. The receive template

For the Matched receiver type, similarly to the case of the
transmit pulses composition, the templates are a combination
of the upper-frequency limited Hermites pulses defined in (5)
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with the elements of the orthogonal matrix Q as coefficients.
Then, these signals are given by

N=-1
ﬂfi(t) = ﬂfi z QR.m‘Pn(ta aﬂ)y

21
n=0
where 12 is a normalization coefficient defined by
o = @2)

In case of the Non-Matched receiver, the receive template is
the result of combining the original Hermite pulses, defined
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in (1), with the elements of } as coefficients, such that

N-1
ﬂgnl(t) = “ﬁM Z Gnm¥Pn(t), (23)
n=0
here, the normalization coefficient is defined by
24

1V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the two
proposed set of pulses against the original set of Hermite
pulses. The original Hermite pulses are scaled with a common
width modifying factor which allows two conditions: first,
the minimum order of the set of used pulses has its upper
frequency limit set to the desired frequency, and second, the
set of Hermite pulses remain mutually orthogonal because
the introduced scaling factor is the same for all the set in
the alphabet. We are going to assume a 4-ary system, and a
limit frequency fc = .29 in the normalized frequency scale.
The width scaling factor for the original Hermite pulses is
the one corresponding to the degree zero, og = 1; the other
factors are oy = 0.7650, oy = 0.6485 and oy = 0.5746.
Fig. 7 shows the BER comparison between the two proposed
sets of pulses and the original Hermite set of pulses. The
conventional set of pulses outperforms the proposed pulses
for an ideal non-limited frequency spectrum. And as expected,
the Matched type proposed set of pulses presents beiter BER
performance than the Non-Matched type, because, the receive
templates are the same as the transmit signals, while in the
Non-Matched type, the receive templates are the conventional
Hermite pulses.
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pulses using a set of the 4 first order pulses.

A. Low Frequency Band Restriction

We are are going to assume the existence of a restriction
in the frequency spectrum, which constrains the bandwidth
of UWB systems to a low frequency band. Lets assume that
such limitation demands the application of a filter which is
ideally represented in Fig. 8, and is shown applied over the
conventional Hermites frequency response plot. The bit error
rate result of this restriction is shown in Fig, 9. Compared
with the previous results shown in Fig. 7, we appreciate
that the proposed sets of pulses perform better than the
conventional Hermites. It is becanse of lose of orthogonality
on the conventional Hermite set. Then, our proposed sets of
pulses shows to be more robust for the study case presented
in this section.

V. CONCLUSION

In this paper, we derived two sets of mutually orthogonal
waveforms which have their upper frequency fixed by design
to the same value. The difference between them depends on
whether the receive templates are maiched or non matched
to the transmit pulse shapes. The proposed sets of pulses,
particularly the Matched type, present better BER performance
when employing a filter like in study case presented in the
previous section.
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Abstract—Direction of arrival (DoA) and time difference of ar-
rival (TDoA) estimation for ultra-wideband kmpulse radio (UWB-
IR) systems utilizing Gaussian waveforms is discnssed. It is shown
that the ntllization of different orthonormal Hermite filters across the
elements of an array of receive antennas enables some of parameter
estimation techniques known for conventional (narrow band) array
antenna systems to be almost straightforwardly employed in UWRB-IR
systems. The stracture of bearing vectors in such set-ups Is easily
modeled using our previous theoretical results on the correlation
properties of Hermite wavelets, which can accurately describe Ganssian
waveforms consldered for UWB-IR systems. Orthogonal filters are used
across the array in order to avoid residual correlation of non-signa}
components at the ontput of different antenna elements. A Hadamard
construction over the set of orthonormal Hermites is proposed to
increase the apparent aperture of the array towsards each point in the
operational spatial-temporal window, leading to enhanced estimation
sccuracy. The technique can be useful in the design equipment for
space-time sounding of the UWB channel

Keywords— Ultra-wideband systems, DoA estimation, ToA estima-
tion, array antennas.

I. INTRODUCTION

Orthogonal Hermite wavelets were first proposed for wireless
communications in [1] and later considered for Ultra-Wideband
Impulse Radio (T'WB-IR) in {2]-{4]. Unlike altemative orthogonal
waveforms proposed for UWB-IR [5], {6], Hermite wavelets are
Gaussian and, as such, offer both a more realistic and mathemati-
cally tractable model to the accurate representation of waveforms
obtained with low-complexity impulse generators [7]-[9].

So far, most published works on the application of orthogonal
wavelets to wireless communications have focused on their use
as fransmit waveforms [1], [3]1{6], [10]{13]. Unfortunately, the
orthogonality of such signals is easily lost in the presence of multi-
path, antenna distortion, jitter, frequency selective propagation and
non-synchronized multi-user activity. In addition to these technical
difficulties, regulation-imposed limitations on the spectra of UWB
signals can hold impractical the design of orthogona! UWB-IR
waveforms, These issues explain the widespread preference for
Gaussian waveforms and a general consensus around the use of
waveform-independent modulation schemes in UWB-IR systems.

In this paper, we discuss the utilization of orthogonal Hermite
wavelets not as transmit pulses, but as a signal processing tool at
the receiver side. We dwell on the fact that Gaussian waveforms
commonly considered for UWB-IR systems, can be accurately
modeled by Hermite wavelets {7}, [14]. Qur approach is to exploit
the properties of the correlation functions of such waveferms [13],
[14], to extract directly from the UWB impulsive signal, similar
conditions to those required by well-known parameter estimation
techniques originally developed within the theory of narrowband
(carrier-based) communications systems.

The remainder of the paper is as follows. In section II, we
introduce the structure of the array receiver. In section III, com-
ments on each component of the array covariance matrix and its
impact on the parameter estimation problem are given. In section
IV examples are given on how well-known algorithms develop for
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narrow-band signal processing can be employed in UWB systems,
The corresponding simulation results are shown in section V and
conclusions are drawn in section VI

II. ARRAY RECEIVER STRUCTURE

Consider an arbitrary array of N antennas {(sensors) immersed
in an isotropic medium, For simplicity we will restrict ourselves to
a two-dimensional space, since the extension to the general three-
dimensional case is straightforward.

Let us denote the distance from the n-th to the O-th element by
d and, without loss of generality, labe! the antenna elements such
that dy—1 is the largest dimension of the array. Assuming that
the array is roughly synchronized to the impinging pulses, dy—1
must satisfy the following condition in order to ensure that all the
elements receive the same pulse:

dy-1 €T, (1)

where ¢ is the propagation speed in the medium and T is the
duration of the impulsive waveform used in the system.

The product A=cT is in fact the length of the receive waveform
(a single impulse} and is hereafier referred to as the wavelength
of the signal. In light of this terminology, the condition given in
equation (1) is equivalent to that commonly employed narrow-band
armray antenna theory, only that here, due to the impulsive (non-
periodic) nature of the signals, the condition is imposed on the
total array size, rather than the inter-element spacing,

We emphasize that equation (1) do not result in particularly
unrealistic array sizes. For example, if it is assumed that T = 250
picoseconds (which is a rather smal! figure), it is found that dy-1
can go up to 7.5 cm.

For illustrative reasons and for the sake of coherence with
the literature, it is assumed that the waveform generated at the
transmitter is the Gaussian pulse and that UWB antennas, due
to size constraints, radiate at frequencies significantly lower than
their optimum operating band, which effectively turn them into
differentiating devices [15]. It is also considered that the effect of
free space path loss over UWB pulses results in the integration
of the signals [16], such that the signal at the output of a receive
antenna is proportional to its first derivative {also known as the
monocycle),

The receive waveform can be therefore be modeled by the first-
order Hermite wavelet, which belong to the family of orthonormal
Hermite wavelets defined by

12
s Halt)e 2
¢ﬂ (t) - W ) (2)
where [17]
Ha@) 2 (-1 Lo nen. )

dt»

VThese assumptions are not essential and can be relaxed by assuming any
Gaussian waveform at the receiver. In this case, a more general definition
of Hermite wavelet can be used to mode! the signal [14).



Assume that a number K of UWB pulses, respectively bear-
ing the symbols s, impinge onto the array from the directions
&x=0, -, k1, measured from an arbitrary reference, Without loss
of generality, let the 0-th element of the atray be also the reference
as to the time of arrival of the incoming signals. Then, the relative
delay associated to the n~th element of the amay is given by

ATy n = dy cos (0x) . @

Let the signal received at the n-th element be compared (corre-
lated against) a certain template wavelet ¢n{t). The array output
in the presence of the k-th signal is then

a (T, 0) = &)
[Roa(m) Ria{me + A7) -+ Ryv-aa(re+ Amen-1)]T,

where R, m(7) is the correlation function of ¢n (t) and ¥ {t), 72
is the TDoA of the k-th signal and T denotes transpose.
Hereafier, we shall drop the variables 7y and &), from the notation
whenever convenient, without compromising clarity.
Given all the above, the array receive vector in the presence of
all K signals, interference and noise, is given by
N-1
r== Z sgay +w=A-s+w,
k=0
where the matrix of array manifolds A, the symbol vector s, and
the noise vector w are all real-valued and respectively given by

(6)

A = [wa - ax-) 0]
s = [sos1 - s )
W= [’LU() wy = ‘UJN_1]T. (9)

Note that w in fact models the contributions at the output of
the correlators of noise and interfering signals captured by the
wideband antenna, as well residual corrclation values resulting
from imperfections both on the model of the receive waveform
itself and on the implementation of the filter templates.

The similarity between the structure of the array receive vector
given in equation (6) and that found in conventional (rarrowband)
array signal processing literature [18]-[20] is evident,

III. PARAMETER ESTIMATION TECHNIQUES AND SCENARIOS
A. The Noise Covariance Matrix

High-resolution parameter estimation techniques of lower com-
plexity (compared to maximum likelihood methods [19]) rely on
the information obtained directly from the covariance matrix of the
array output vector [18) (or on higher order momenta of similar
structure [20]). It is known that these techniques are sensitive to
correlation among the noise entries of the noise vector (less so with
cumulant-based methods),

The central limit theorem ensures that wy, have Gaussian statis-
tics [21]. In addition, a classic communication-theoretic results on
the correlation receiver [22] establishes that, if the correlation filters
used at different anterna clements are mutually orthonermal, wy,
are mutually independent. Furthermore, since these correlators are
essentially ultra-wide passband filters, it is fair to assume that the
spectra of wy, are white. Finally, if the comrelation filter templates
®n (£) have same energy (which we normalize to the unity, without
loss of generality), the variance of all processes wy are the same.
In summary, the utilization of a different orthonormal wavelet at
each antenna element, as indicated in (5), implies that w can be
modeled as a sample vector of real additive white Gaussian (AWG)
randoms, independent and identically distributed (IID), each with

zero mean and variance ol such that
Ru=E [w . wr] =l (10)

where E[ ] denotes expectance and I is the identity matrix.

~ Given the discussions above, the covariance matrix of an array
receiver with orthogonal Hermite correlators is given by

R=E[r-rf] = AE [s-sT] AT+02I1=A.R, - AT+02L
(11}

B. The Array Manifold Matrix

A natural choice for the orthonormal template wavelets used at
the array antenna elements are the Hermite wavelets, as defined in
equation {2). We have shown in [13] that the closed form expression
for the correlation function of any arbitrary pair (n, m} of Hermite
wavelets can be written as ?

Rom(T)= '[V,bn(t)tbm(t — T)dt (12)

(_1)2m+nTn+mm _I_?' L(nvm)J(___l)kT—Zk\/F
4

= € n—k)(m—k)k!"

4 12n+m. k=n(

where |(n,m)] denotes the minimum between the pair (n, m).
Figure 1 shows a few plots of equation (12).
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One problem that results from this choice of orthogonal filters,
however, is that the output of the correlators which are not matched
to the receive waveform can be negligible if 7 + A1y, 1 are small.

Consider, for instance, that a Uniform Linear Array (ULA) is
used and that a single UWB-IR source transmits from broadside,
in perfect synchronism with the the RAKE finger in consideration
at the receive array, such that 8 + A = 0. In this ideal case the
array output vector is

a,(0,0)=[010 --- 0. (13)

This implies that the array would effectively responding as an
omnidirectional antenna, which is a paradox given that the arrival
of a impulse from broadside, at perfect synchronization with the
filter bank, is the best possible scenario for reception!

C. Hermite-Hadamard Construction

The above problem can be solved by replacing the conventional
Hermite templates with adequately designed waveforms that, while
maintaining mutual orthogonality, return a truly collective output,
that is, vectors with non-zero entries.

2A closed-form, unified expression of the correlation functions of gen-
eralized Hermite wavelets is given in [i4], which can be used if the
assumption on the waveform of received pulses is relaxed.



A systematic way to achieve this is to let the orthonormal
template at the n-th element be the combination of M Herrnite
wavelets given below, where by 5 are real combining coefficients.

1 M-=1
n = bn.m n(t 14
$n(t) v’ﬂ"f,,;n ¥n(t) (14)

The array output is then given by
b{T,8) = B-ap(7,8), (15)

where the matrix of coefficients B is build from the entries b, m
and aps(7,8) is as given in equation (5), only of length M.

In general, B must be computed so as to meet a given criterion
(or minimize a certain cost function), subject to the preservation
of its orthogonality. Mathematically we have

min f (B) subject to B-B"=81 (1<8<M), (16

where 3 is referred to as the weight of B and I is the N-by-N
identity matrix.

The constraint on B results from the fact that 9n(t) are
themselves orthonormal as well as the orthogonality condition on
#n(t) and the limit on the Frobenivs-norm (also known as the
energy) of B.

The above problem must be solved given the various condi-
tioning parameters such as the set of distances d,, the number
of combined wavelets M and space-time window of interest. For
example, assume that the array is to operate over a certain space-
time interval 2 defined by

22 {e, T)Iam.-u <0< Orany Toin ST < rm}. an

If it is then required that the armay gives the smoothest and largest
possible output within €, one may define the cost function f (B)
as the normalized standard deviation

on

f(B)= o (18)

where uq and o are the expected value of the norm of the output
vector b and its standard deviation, respectively.

If all points in {2 are equally probable, §2 effectively defines an
intterval [Tmin, Tmax], Such that uq and o4 can be computed by

= [|a(r)'B"Ba(r)dr, (19)
uo nf|a'r arl-r

of = [(la(r)rBTBa(T)l - p,n)zd'r. 20
f

It is clear that an analytical solution of the above problem (even
for particular cases) is extremely difficult. In fact, even numeric
solutions may not be practical since an optimal coefficient matrix
B € RM** would be virtually impossible to implement,

A suboptimal (but feasible!) solution can be obtained if the
entries of B are restricted to {—1,0, 1}. The matrices with such
a construction satisfying the condition in (16) are known I the
mathematics literature as Weighing matrices [23], and contain the
well-known Hadamard matrices as special cases, Even with this
strong restriction, the solutien of this problem is not trivial and is
still under investigation by the authors.

In this paper, if only to gain insight, we take an ad-hoc approach
and construct B by extracting N rows of the Hadamard matrix H €
{1,=1}**M where M = 2M92¥1 and [z] denotes the smallest
integer larger than z. Although none such matrices is optimal to
all points in £, the matrix that maximizes the collective output of
the array at any particular point in £ is of such construction®,

3This is because the partitions of permuted Hadamard matrices are all
maximum weight Weighing matrices,

Defining the apparent array size as in equation (21), it is seen
that this approach yields an upper-bound (envelope) to the largest
achievable apparent array size with the particular array under
consideration

Yn 2 by, n

Figure 2 compares the apparent sizes of arrays with 5 and
8 elements employing Hermite filters, against arrays with the
same number of elements employing Hermite-Hadamard filters
obtained from Hadamard matrices of size 8. The plots show that if
pure orthonormal Hermite wavelets are employed, increasing the
number of elements in the array does not result in a significant
increase in the apparent array size, while better results are obtained
if orthogonal Hadamard-Hermite filters are used.
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D. The Signal Covariance Matrix

Finally, we turn our attention to the signal covariance matrix R.
If sx are anyhow correlated, R, is rank-deficient. This can result,
for instance, from dense and unresolvable multipath propagation.
Int this most general case, estimating the number of sources, their
Tespective DoAs and delays would require maximum likelihood
techniques such as [19].

Within the theory of UWB-IR, however, multipath is a rather
circumstantial problem, which remains only so long as pulses of
short enough duration cannot be produced, given the limitations
of existing hardware technology. In fact, the very idea behind
the UWB-IR concept is to operate with pulses short enough “that
multipath is resolvable down to path differential delays and on the
other of a nanosecond or less, i.e., down to path length differentials
on the order of a foot or less, [which] significantly reduces fading
effects even in indoor environments,” - as put by Win and Scholtz
in [21]. Recent charmel measurements using very short pulses [24)
have shown that, indeed, the average number of paths per delay-
bin {(wavelength) observed in the UWB-IR channel is rather small
(approximately 1 path/bin with omnidirectional bi-conic antennas
both in and cut line-of-sight). Although the number of physical
paths contributing to each delay-bin is rather difficult to measure,
further evidence supporting this fact is provided in , where it is
shown that the fading processes of the strongest delay-bins follow
the Log-norm or the Rice distributions.

The rank deficiency of R, can, nevertheless, result if each RAKE
finger captures the signals of more sources than the number of
antenna elements available, fe., K > N.



In addition to the less important case of multi-user scenarios
(it is unlikely the the techniques discussed are used in UWB-IR
networks), this could accurately describes the scenario faced by
channel sounding set-ups in environments with large delay spreads
using direct sequence spread (DS) transmission technique, where
pulses are transmitted at a very high rate (nearly unitary duty
cycle), modulated by long orthogonal digital sequences [25].

In both of the cases depicted above, cumulant-based parameter
estimation methods could be employed in UWB-IR array antennas
with the construction here proposed [20], which not only can han-
dle a larger number of sources than the number of available antenna
¢lements, but also is less sensitive to correlation amongst different
sources. This is currently being investigated by the authors.

Finally, the simpler case when X' < N and s, are fully
uncorrelated symbols, though not realistic in narrowband communi-
cations, is of practical interest in UWB-IR, This scenario accurately
describes outdoor environments, especially in UWB-IR systems
where severe restrictions on transmit power effectively limits
application to short-range, line-of-sight (LoS) conditions. In this
case, R, reduces to a diagonal matrix (therefore positive definite
and full-rank) with the powers of the k signals along the main
diagonal, such that DoA and delay estimation are easily obtained
using well-known, and relatively low-complexity algorithms 18],

IV. ExaMPLES: CAPON BEAMFORMER AND MUSIC
ALGORITHMS

The objective of this paper is to illustrate how the introduction
of orthonormal correlation filters enables well-known parameter
estimation techniques to be utilized in UWB-IR systems, rather
than discuss which particular algorithm is best in any scenario.
We shall, therefore, limit the examples given in this section to
two fairly simple and classical algorithms, namely, the Capon
Beamnformer and the MUSIC Algorithm [18]. Other algerithms can
potentially be employed, as mentioned in section I-D. Let us only
add that there are, nevertheless, several techniques which cannot
be employed (at least in a straightforward fashion), To cite a few
examples, Spatial Smoothing as well as the ESPRIT and the Root-
MUSIC algorithms cannot be used, since they depend on structures
not preserved in the vectors given by equations (3) or (15).

Hereafler it is assumed that DoAs and delays of the signals
collected by a certain RAKE finger are to be estimated within a
given space-time window (, defined by the limits frmin = 0°,
Bumax = 180°, Touia = —T/2 and Tupax = T/2.

a} The Capon Beamformer

In the Capon beamformer [18], €2 is scanned using an the
following optimurm weight vector computed for every point (6, 7)

X = ng(m (xT ‘R- x) subject to IxT -a(e, 1')| =1, 22)
Note that the search vector a(8, 7) has the same form as in
equation (5). We only explicitly included the arguments (4, 7} so
as to emphasize the dependence of a on these variables,
The general solution of equation {22) is given below and depends
only on the positive defmiteness of R (18]

R'.a(8,7)

a(f,7)'Rt - a(f,7)

Given that S has full rank, the positive definiteness of R depends
on the linear independence of the rows of A, which is hard
to determine explicitly due to the complexity of the correlation
functions Rnm(7). However, we note that the K uncorrelated
sources cannot be at the same point in  and 74’s are (finger-
wise) limited by the RAKE structure. The rows of A are then
non-zero samples of the non-linear independent functions By m{T)
and, therefore, approach random samples of independent processes.

X= (23}

It follows that the rows of A are linearly independent and
equation (23) holds and, The Capon beamformer is therefore
straightforwardly applicable, and its spectrum is given by [18]

1
Feoqon(8,7) = 2GR a7) (24)

b) The MUSIC Algorithm

It is clear from the above that the amay covariance matrix
of equation (11) satisfies the conditions for using the MUSIC
algorithm (in addition to being positive definite, R is real and sym-
metric, thus Hermitian). Let us add that the choice for orthonormal
correlators at different elements is especially crucial to subspace-
based techniques in order to preserve the orthogonality between
the noise and the signal subspaces.

The MUSIC algorithm is obtained straightforwardly, by taking
the eigen-decomposition of R, extracting the basis of the noise
subspace (given by the smallest N — K eigenvectors) and comput-
ing its projection onto the signal subspace [18].

Let v, denote the n-th eigenvector of R and, without loss of
generality, associate the first largest eigen-vectors vp—o,... k-1 0
the signal subspace, Then, the basis of the noise subspace and the
MUSIC spectrum are respectively given by

v=[VK Vi1 oo

Puusic(8,7) =

(25}
(26)

vi-1]

1

(a6, T)T-V}- (VT-ag, 1)
V. SIMULATION RESULTS

In section a few simulation results obtained with the algorithms
described above are given. The simulated scenario had independent
sources, A and B, with associated DoA and TDoA given by
{~30°,—0.4) and (15%,0.3), respectively, where DoAs are in
degrees and relative delays are in units of the pulse-width. An
8-element ULA of length A/2 with the proposed orthonormal
Hadamard-Hermite templates constructed with Af = 8 was used
to estimate the location of the sources.

Figures 3 and 4 show top views of the MUSIC and Capon
spectra, respectively, obtained with an SNR (at the output of the
correlators) of 10 dB. The figures indicate that both methods were
capable of yielding correct estimates of the source location, In
figure 5, the projections of the Capon and the MUSIC spectra
are shown superimposed in the same plot for comparison of their
performances. Solid lines are for DoA spectra and dashed lines are
for delay spectra, with associated markers given at the bottom and
the top of plot, respectively.

DeA and Delay Estimation with the MUSIC Algorithm
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Fig. 3. Top view of 2D MUSIC spectrum with Hadamard-Hermite array.
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The results illustrate that, as expected, the resolution of the MU-
SIC algorithm is superior to that of the Capon beamformer, suggest-
ing that subspace-based algorithms outperform beamforming-based
techniques, as commonly found in narrowband array applications.

VI. CONCLUSIONS

We have shown that some well-known narrow-band array an-
terna techniques for parametric estimation of positioning informa-
tion can be employed almost straightforwardly to UWB-IR systems
if orthonormal corretation filters are used across the array. The
technique can potentially be used to build equipment for directive
sounding of the UWB-IR channel.
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Abstract

In order to achieve adaptive channel coding and adap-
tive modulation, the main causes of degradation to sys-
tem performance are the decoder selection error and
modulation estimation error. The utilization of supple-
mentary information, in an estimation system utilizing
channel estimation results, blind modulation estima-
tion, and blind encoder estimation using several de-
coders information and encoder transitions have been
considered to overcome these two problems. There
are many issues in these methods, however, such as
the channel estimation difference between transmitter
and receiver, computational complexity and the as-
sumption of perfect CSI. Our proposal, on the other
hand, decreases decoder and modulation selection er-
ror using a Hidden-Markov Model (HMM). In order
to estimate the switching patterns of the encoder and
modulator, our proposed system selects the maximum
likelihood encoder and modulation transition patterns
using both encoder and modulation transition proba-
bility based on the HMM obtained by CSI and also
Encoder and Modulation Selection Error probabilities.
Therefore, the decoder and demodulation results can
be achieved efficiently without any restraint on the pat-
tern of switching encoder and modulation.

1. Introduction

Recently, there has been & growing amount of re-
search into mobile communications, especially adaptive
algorithms that can achieve optimal system construc-
tions considering time and/or geographic environmen-
tal problems as well as an adaptive algorithm that ad-
justs the constructions in order to satisfy users needs.
One of the research topics, which has attracted much
attention, is adaptive channel coding and the adaptive
modulation scheme [1]. The aim of this research is to
alter encoders or modulators in order to achieve the
desired performance.

On the other hand, to change the encoders and
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modulators, it is necessary to design a pattern for
transmitter and receiver. Therefore, along with the
problem that poor decoding performance occurs due
to error in selection of decoders and demodulators, the
sequence synchronization problem that occurs due to
the utilization of several decoders with different coding
rates or different modulation orders is also a erucial
problem.

In order to solve these problems, there are two main
methods [2-6]. One is to add supplemental information
at the transmitter to indicate which encoder and mod-
ulation scheme are being used, the other is to estimate
which encoder and modulation scheme are used at the
receiver using the decoder and demodulator results. In
the first case, in order to prevent error in the supple-
mentary information, error correction codes with high
quality are needed. However, longer redundancy causes
lower transmission rates, and this rate becomes even
lower when the encoder and modulator are changed
frequently. Additionally, one can consider using pilot
symbols to choose encoder and modulator, however,
this method requires perfect channel estimation, or a
not appropriate decoder and demodulator can be se-
lected. On the other hand, in the latter case, the min-
imum distance between encoders determines encoder
estimation accuracy. Just as with the minimum dis-
tance between codewords, the longer the distance, the
better the performance. Due to the limited choices of
encoder, it is hard to change the estimation accuracy
adaptively. Moreover, modulation estimation accuracy
depends on the distance between any two of the con-
stellation points.

Moreover, the encoding method considering a fi-
nite state machine utilizing the fading channel model
has also been studied [7]. However, this method can-
not accommodate all the channel models. In order to
solve this problem, we focus on HMM. Fading channel-
modeling schemes using HMM have been widely stud-
ied recently, and we propose a scheme using this kind
of channel modeling to encode and modulate. QOur pro-
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posals performance detericrates when the channel es-
timations at transmitter and receiver are different, or
if the estimation of encoder and modulator at the re-
ceiver is invalid. Consequently, we additionally add an
algorithm to our proposal to reduce decoder and mod-
ulator selection errors using the HMM.

In more detail, our proposed system selects the
maximum likelihood enceder and modulation transi-
tion by using both encoder and modulation transition
probabilities based on the HMM obtained using CSI
and Encoder and Modulation Selection Error proba-
bilities. We use Expectation-Maximization (EM) al-
gorithm [8] as a maximum likelihood algorithm, and
this proposal can be realistically achieved with com-
putational complexity relying only on the number of
trellis states, which is different from the conventional
system. Comparing to a conventional finite state ma-
chine scheme whose transition pattern and encoder or
modulator switching pattern have a one to one cor-
respondence, the proposed HMM scheme whose tran-
sition pattern is probabilistically determined is more
efficient in a fading channel. Therefore, the decoder
and demodulation results can be achieved efficiently
without any restraint on the pattern of encoder and
modulation switching.

This paper is organized as follows. In section 2.,
considering our proposed adaptive coding and medula-
tion scheme under HMM, we show the encoder and
modulator switching estimation schemes with maxdi-
mum likelihood in more detail. In section 3., the per-
formance of the proposed system using computer sim-
ulations is shown. Finally, we conclude this paper in
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Figure 2: Frame Structure of received data for fading
channel

section 4..

2. Adaptive coding and modulation scheme us-
ing HMM

2.1. System Model

The transmit sequence is shown in Fig.2. We as-
sume a TDD system with L frames, and each frame
consists of d transmit bits plus p pilot symbols for chan-
nel estimation. According to the channel estimation
result, appropriate encoder and modulator are selected
for the information sequence. Notice that the channel
model is HMM. Fig.1 shows the proposed system block
diagram. Fig.3 shows the flowchart of our proposed
system.

In Fig.3, after estimating the channe} with the p re-
ceived pilot symbols in Step 1, the result is used to esti-
mate the encoder and modulator as well as the received
sequence compensation. With the selected encoder
and modulator in Step 2, the encoder and modulator
switching pattern is constructed to obtain a switching
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pattern probability using the BCJR algorithm in Step
3-1. Additionally, the probability of decoder and de-
modulator selection errors is extracted using CSI and
selected encoder and modulator in Step 3-2. With these
two probabilities, iterative maximum likelihood estima-
tion is implemented to find a more appropriate encoder
and modulator switching pattern in Step 3-3 and 3-4.

2.2. Definition of maximum likelihood estima-
tion of encoder and modulator switching pat-
terns

This section describes how to define the maximum
likelihood encoder and modulation selection, Step 4.
When HMM is used as a probabilistic model for en-
coder and modulator switching pattern, this model
has the possibility to derive the conditional proba-
bility P{Z|HMAM) (Step 3-1} using the BCJR algo-
rithm, where .= (zry,zg, - ,2¢,-+*,TN,) represents
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the switching pattern sequence. Defining P(Z|§) (Step
3-2) as the conditional probability that the estimated
switching pattern § at receiver provides a value close
to 2, P(Z|§} can be derived from CSI or decoder and
demodulator selective errors based on the selected en-
coder and modulator. Moreover, to find the optimum
sequence % from both of these probabilities leads to
a maximurmn likelihood estimation of the encoder and
modulator switching pattern.

2.3. Extraction of the probability of encoder
and modulator switching pattern

The conditional probability P(#|H M M) of encoder
and modulator switching pattern sequence & when it is
HMM can be easily derived by BCJR algorithm due
to the utilization of HMM model. Notice that we use
normalized BCJR algorithm that considers underflow
problem. Let us define the forward metric as a,(s),
and the backward metric as §;{s). Assume the channel
condition is the same as HMM, the transition proba-
bility from state s to state £ is p.4, and according to
this transition, pey(%;) represents the probability when
selected encoder and modulator pattern is transformed
to be a code x;. Note that there are N states, where
N=1,++, Ny. ay(s) and fi(s) are given by (1) and (2),
and calculated recursively.

N,
o;{$) = Eat—l(S)Pss'Pss(it) (n
a=1
Nu
Be(8) =D Brr1(8)paspas(Ees) (2)
8=l
The initial values are a;{s} = (my,ma,---,7N),

where Eiv___lm, = 1 and fAn(s) = 1, respectively, and
due to the necessity of normalization, (3) and (4) are
used.

1
_t §) = Qg § 3
(0 = ol )
= 1
'+ )= ——— t $ 4
Pe(4) T ﬁt(é)ﬁ(g) (4)

Then P(Z|HMM) is given by (5).

N, N,

> aa(s) Y Bils)
=1

s=1
. Z Z Q1 (-9)13551035 (if)'@t (“;)

N, N,
s=1 §=1
(5)

P(EHMM)



2.4. Extraction of decoder and demodulator se-
lective error probability

Define P(%|{) as the probability of sequence £ when
the received encoder and modulator switching pattern
sequence is §. P(%|j) belongs to binary symmetric
channel, and given by,

P(2]§) = p*(1 - py*~* (6)
where p represents the decoder or demodulator selec-
tive error, d is the number of these errors and also can
be deseribed as the hamming distance between % and §
and n is the length of encoder and modulator switching
pattern sequence.

2.5. Maximum likelihood estimation scheme for
encoder and modulator selection

We focus our attention on seeking a sequence £ that
maximizes both P(Z|HMM) and P(Z|§). We adopt
EM algorithm for our propesal. Step 3 in Fig.3 in-
dicates this algorithm. EM algorithm is a broadly
applicable approach to the iterative computation of
maximum likelihood estimates, useful in a variety of
incomplete-data problem. On each iteration of the EM
algorithm, there are two steps called the expectation
step or the E-step and the maximization step or the M-
step. Define &} as the sequence of estimated encoder or
modulator switching pattern in i-th iteration and t-th
time slot. In E-step, P{Z:, ) is derived by multiplying
P(Z|HMM) by P(z|}). Let z%,, (inv=l, ---, N} be
the code sequence whose code sign at inv-th time slot is
inverted from original code sequence constructed from
encoder and modulater, and substitute to (7) to obtain
N; sequences, thus N; probabilities of P(z¢ ). In M-
step, each of N; probabilities, P(z% ), is compared to
the original sequence P{£), and we invert the code sign
at all the time slots whose probability P(z},,) is larger
than the original sequence probability P(), thus ob-
tain one sequence P(Z**!). (8) indicates the M-step
algorithm, where T represents the transpose. In next
iteration, P(Z:T1|HM M) and P(z:¥1]§) are extracted

Tinv iny

again using (5) and (6), and then substituted to (7)
and (8). After several iterations until the convergence
of P(2*+!), 2**1 is considered to be the maximum like-
lihood encoder and modulator selections.

P(E:ER'U) = P(:E:-TIU

PE™Yy = (P@E), P(EFT), -, PETY),
-, PERT)
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argmax(P(z}), P(3Y), \ 7

argmax(P(z4), P(&")),
argmax(P(%,,,), P(#)),

arg max(P(le}'vt), P(i%))
(8

3. Computer Evaluation

‘We show the reduction of decoder and demodulator
selective errors in order to clarify the effectiveness of
our proposal.

3.1. Prerequisite

Assuming that the fading channels are defined by
HMM, and AWGN channels. The transition proba-
bility p,.s from state s to &, and the probability pss(z:)
that p,s transforms the encoder and modulator selected
based on this probability to z;, are considered to be
given. Moreover, the synchronization at the receiver
is considered to be perfect. The informaticn data is
encoded by the encoder selected based on CSI infor-
mation, and the encoded data a;(i = 1,2,---,n} is ob-
tained. Notice that the code lengths are the same even
if the code rates or the error correction probabilities are
different. The same number of symbols is transmitted
for any modulation scheme in each packet. The tim-
ing for switching the modulation scheme is determined
by synchronizing the packet length of BPSK. There-
fore, the modulation scheme is switched by the length
of packet which is one frame with BPSK, two frames
with QPSK, three frames with 8PSK, and four frames
with 16QAM.

3.2. Ewvaluation of reduction of selective errors

Table 1 shows the simulation parameters. The fad-
ing channels rely on HMM, and the state of HMM is
2. Fig.4 shows the trellis diagram and state transi-
tion of HMM. The probability p,s and pas{x:), and
the code sequence z; are described in previous sub-
section and are defined as pgg = 1 — p1g, po1 = 0.06,
p1o = 0.017, p11 = 1 — pp1, poo(0) = 0.01, po1(0) = 0.5,
p10{0) = 0.01, p12(0} = 0.5, respectively. Note that
0 represents BPSK modulation scheme, 01 indicates
that the modulation scheme is changed from BPSK to
QPKS. Considering the combination of encoder and
modulator according to HMM states, for simplicity,
BPSK and QPSK are used here, and the modulation
scheme is changed relying on CNR estimated by CSL
The threshold of switching modulation scheme pattern
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Table 1: Simulation Parameters

Information Length 50
Codeword Length 100
Coding Rate 0.5
Pilot Symbol 10
Modulation BPSK
QPSK
Frame Length 110 (BPSK)
55 (QPSK)
Packet Length 110 Symbols
Encoder and Modulator Switching | 25
Sequence Length 49, 100
Iteration of EM 1-6

is shown in Table 2. In this case, we desire a BER
less than 107%. Let the information data length be
50 bits, the code rate be R = 0.5. Therefore, using
convolutional (7, 5) code, the number of encoded bits
is 100. The uncoded pilot symbols with bit length
10 are added to each packet, and transmitted with
BPSK. The encoder and modulator switching sequence
x(zy, o, - -+, TN, ) length are considered to be 25, 49,
and 100. The number of iteration of EM algorithm is
from 1 to 6.

Fig.5-8 show computational evaluation for modula-

Table 2: Threshold for Adaptive Modulation Scheme

BPSK - QPSK
Fs/No=7 (dB)
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tion scheme estimation error. In Fig.5-7, it is seen that
the system converges at less than 6-th iteration with
EM algorithm. The complexity of proposed system
considers 6n sequences, while the conventional system
selecting all the combinations of any sequence considers
2" sequences to estimate the most probable sequence.
Therefore, the proposed system is effective when n > 5.
Additionally, as far as time permits, the longer the se-
quence length is, the lower the encoder and modulator
selection errors are.

4, Conclusion

In this paper, a reduction of decoder and demod-
ulator selection errors scheme is proposed using HMM
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as an elemental technology to achieve adaptive channel
coding and modulation schemes. Based on channel es-
timation results, the proposal estimates the sequences
such as encoder or decoder switching pattern at trans-
mit side using the probabilities of decoder and demod-
ulator selective errors that are obtained by the switch-
ing pattern and channel information. Especially, we
proposed a maximum likelihood estimation scheme in
order to estimate the most likely switching patterns by
EM algorithm, and then evaluated the performances by
computer simulations. Comparing to the scheme only
considering channel estimation results, the proposed
scheme achieves better performance, and the computa-
tional complexity to search the encoder and modulator
switching pattern sequence is lowered from 2" to 6n,
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which is effective when n > 5. In the future, we will
investigate the balance of pilot symbels and informa-
tion bits, and also the number of encoder or modulator
switching pattern sequences that are needed to esti-
mate HMM at the receiver.
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Abstract

In this paper, we combine time-frequency error cor-
recting code with space-frequency diversity scheme for
wireless OFDM transmissions through time-varying
and frequency-selective fading channels. The purpose
of concatenation between space-frequency and time-
frequency domain codes is to obtain both diversity and
coding gains over space-time-frequency domain. We
propose the serial concatenated encoding and decod-
ing. Simulations demonstrate that the proposed sys-
tem leads to significantly enhanced performance. We
investigate the optimum structure of inner and outer
codes. Moreover, we analyze the computational com-
plexity.

1. INTRODUCTION

In order to realize high-speed wireless communica-
tion, it is very important to improve frequency efli-
ciency. One of the techniques which can improve band-
width efficiency is a space-time coding (STC) [4]-[7].
STC appropriately maps input symbol streams across
space and time in order to obtain transmit diversity
and coding gain at the transmitter. On the other
hand, as a high-speed data transmission technique and
a conntermeasure technique against inter-symbel in-
terference (ISI), orthogonal frequency division multi-
plexing (OFDM) has received a lot of attentions. Due
to cyclic prefix (CP) insertion, the channe! of OFDM
transmission can be considered as ISI-free. While, a
STC technique is weak against ISI, there is a lot of
attention to a combination between STC techniques
and OFDM transmission. For high-speed wireless data
transmission, space-time coded OFDM transmission is
one of the most important techniques.

In this paper, we pay attention to space-time-
frequency (STF) coded OFDM transmissions over fre-
quency selective Rayleigh fading channels. There has
been a lot of investigation into the design criteria of
space-time (ST}, space-frequency (SF) and STF codes

[4]-[7]. These investigations, however, do not take
channel coding into account. In order to realize high-
reliability communications, it is necessary to optimize
the system considering both an error correcting and
a STF (ST, SF) coding technique. In this paper, we
propose and investigate a structure of concatenation
between SF and time-frequency (TF) domain channel
codes. Due to concatenate another domain code, we
aim to obtain another domain of hoth diversity and
coding gains. The proposed encoder structure consists
of a channel encoder in TF domain and a SF code with
an interleaver between each encoder, We consider the
channel encoder as the outer encoder and the SF en-
coder as the inner encoder. Therefore, the proposed
encoder structure can be considered as a serial con-
catenation code hetween TF and SF encoders. While,
the decoder can operate iteratively in time, frequency
and space domains. The major contributions of the
proposed system are the following,

e For multiantenna OFDM systems through time-
varying and frequency-selective Rayleigh fading
channels, we can achieve high coding and diver-
sity gain over space, time and frequency.

o We investigate the optimum structure of each el-
ement encoder for the proposed coding structure
by computer simulations.

e We analyze the computational complexity of the
proposed system.

2. STF Coded OFDM Transmission Through
Time-Varying and Frequency-Selective Fading
Channels

In this section, we describe the system model
Fig. 1 depicts a multi-antenna OFDM transmission
model with N, transmit antennas and N, receive an-
tennas. One OFDM frame consists of N, subcarri-
ers and Ny symbols. We define the channel response
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Figure 2: Structure of transmit signal over the space-
time-frequency domain.

between the pth transmit antenna and the vth re-
ceive antenna at time n as h'E,,. h}, is a frequency-
selective and time varying channel response described
by the discrete-time baseband equivalent impulse re-
sponse vector (A%, (0), -+, A%, (L)]T € C-+1*1 where
L stands for the channel order. z4(p) shows the data
symbol transmitted on the pth (p € [1,---,N]} sub-
carrier from the pth (¢ € {1,---, N;]) transmit antenna
during the nth {n € [1,---, N,}) OFDM symbol inter-
val. Fig. 2 shows the structure of the transmit symbols
over space, time and frequency domains. The transmit
symbols are inverse-fast-Fourier-transformed (IFFT},
CP inserted and transmitted with each transmit an-
tenna. The length of CP is defined as L. While, at
the receiver side, each antenna receives faded signals
which are transmitted from multi-antenna. We assume
that carrier synchronization and channel estimation are
ideal. The receiver removes CP from the received sig-
nals and does a fast-Fourier-transform (FFT). As the
results of those processes, we get y%(p) representing the
signal of the vth receive antenna, nth symbol and pth
subcarrier. y,(p) can be expres%ed as

valp) = ZH,,(p i (p) + (1)
= 1, - Ny
= 1,"'N3
P = 1,--- N,

where HJ},(p} is the channel gain of pth subcarrier nth
symbol from the pth transmit antenna to the vth re-
ceive antenna, and wY, is the complex additive white
Gaussian noise (AWGN) of vth receive antenna, nth

symbol and pth subcarrier with zero mean and vari-
ance Np. H}, (p) 13 defined as

-0
1=0
Equation (1) can be rewritten in a 3-D matrix as fol-

lows;
Y =

Equation (3) shows the MIMO OFDM transmission
system with N; transmit antenna, IV, receive antenna,
N; subcarriers and N, symbols. The received signal
matrix Y over STF domains is given by

’—J(zﬂ/Nc)IP_ (2)

H{p)X(p) + W(p). {3)

Y = [y Y(N.)] € CNrxNaxNe (4
wh
. we) - vk
Y(P) = ‘., : c CN"XNH_ (5)
v (p) ¥ (o)

The transmit symbol matrix X, which is encoded
over STF domains is given by

X = {X(l),---,X(Nc)]TeCN,xN'xNQ (6)
where
#1(p) ok, )
X(p}) = ; e CNexNa (7
mi\’e (P) s ‘TN,, (p)

H(p) shows the frequency-selective and time vari-
ant multi-carrier MIMO channel matrix (H(p) €
CNrxNexNey  with (v, p,n)th entry [H(p)oun =
Hy,(p). In this paper, we propose and investigate the
way to obtain the encoded signal X and decode the
receive signal Y.

3. Concatenated scheme with time-frequency
and space-frequency domain codes

3.1. Concatenated encoding scheme over STF
domains

In this subsection, we describe the structure of the
proposed concatenated code consisting of a TF domain
error correcting code and a SF code. We recall that
the channel is a time-varying and frequency-selective
Rayleigh fading channel with channel order of length
L. We consider the channel as an ISI-free channel,
because the length of CP is L. Therefore in this paper
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Figure 3: Block diagram of proposed concatenated en-
coder between a time-frequency and a space-frequency
domain codes.

we do not take multipath diversity techniques [6] into
account.

Fig. 3 shows the block diagram of the proposed
serial concatenated encoder. First, the binary infor-
mation data by are encoded to the binary data b, by
a channel {outer) encoder €& over the TF domain, as
follows:

8 :b; = b, (8)

where b; € C*, b, € C*. Therefore, the rate r of the
outer code in TF domains is R, = ﬁ Second, the
coded data is interleaved as follows:

Tibe— b, (9)

where 7 is defined as the interleaver function and
b/, € C™. Third, the interleaved data b’, is mapped
to constellation point 8, and SF coded as follows:

$ : b.—8 (10)
T 50X (11)

where S is the modulated symbol, X is the transmit
symbol set, ¥ is the mapping functicn from binary to
symbol and ¥ is SF mapping function. S is chosen from
Ax (in the case of QPSK transmissions, A x belongs to
{0,1,2,3]). The uth transmit antenna nth symbol inter-
val pth subcarrier transmit signal [X],.np is also chosen
from Ayx. |Ax| is the cardinality of Ayx. The transmit
rate is therefore Ry = R s log; [Ax| bit/sec/Hz in the
case that we ignore the decrease in the transmission
rate due to inserting the pilot signal and CP. Finally,
the enceded signals X are OFDM-modulated (derived
by IFFT), CP inserted and transmitted usmg multiple
transmit antennas.

3.2. Iterative decoding scheme

In this subsection, we describe the iterative decod-
ing scheme which can obtain maximum coding and di-
versity gains over the STF domains. Fig. 4 shows the
proposed iterative decoder striieture. For the sake of
simplicity, we omit the FFT branch and the cyclic pre-
fix remover in fig. 4. Fig. 4 shows the latter part of
fig. 1. Tecall that the input of the iterative decoder

decision

Figure 4: Iterative decoder structure for space-time-
frequency domain serial concatenated coded OFDM.

is Y. Therefore, the iterative decoder estimates the
information data from the received signal matrix Y.

‘We give an overview of the decoding process as fol-
lows. First, the symbol-symbol MAP decoder for the
inner code computes the ertrinsic information using
the LLRs and the e priori probability. In the case of
the first iteration, the a priori probability is ri;. Sec-
ond, the results of the MAP decoder of the SF code
are transformed from symbol to binary domain proba-
bilities. Third, the binary domain results are deinter-
leaved. Fourth, the MAP decoder for the outer code de-
code with the deinterleaved binary probabilities. Fifth,
the results of outer MAP decoder are interleaved and
transformed to symbol domain probahilities. Sixth,
we consider the symbol domain probabilities as the a
priori probability for the inner MAP decode. This
cycle is one decoding process. We decode iteratively
with this cycle. We now describe each part of the
decoding technique in detail. First, we consider the
SISO MAP decoder for the SF (inner) code. The SISO
MAP decoder calculates the a posterior probability
(APP) from the received signals Y with the channel
response H. We show how to calculate APP using the
BCJR algorithm [9] as follows. From the received sig-
nal E;’:‘r;l ¥4 (p) and the a-priori probability P(Z4(p)),
the 7;(.9:,_1, s;) value is computed as follows:

P(#4(p)) x
exp {'%Edfree(nip)lz} (12)

Af;;(s;-;u—lv r";)) =

1
Vame?

where 02 is the variance of AWGN and dgre.(n,p) is
defined as
N, Ny

=221

v=1pu=1

dfree(n,p) e Fh (P) 1(13)

ZJn.

F#(p) shows the estimated symbol at the pth trans-
mit antenna, pth subcarrier and nth symbol. Utiliz-
ing vi(si_y, %), we calculate the values of o (s;) and

i _1(si_)). For the sake of space limited, we omit the
way to culenlate af(si) and 5;_,(s,_,). The APP are
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computed as follows:

Pr(Sa(p) = a)
= 3 ilsiopsi)aboy(shoq)BisE). (14)

.§,,(p)=u

a shows the symbol index, e.g. a is chosen from the
symbol index [0,1,2,3] in the case of QPSK modula-

tion. SI'; shows the trellis state index of the inner code

at the pth time slot. The results of the SISO MAP de-
coder of SF code are transformed to binary probability
from the symbol domain probability as Pr(i;’c). The
results which are transformed to binary probabilities
are deinterleaved as follows:

7L Pr(b'c) — Pr{be). (15)

The deinterleaved binary probabilities are then consid-
ered as the inputs to the SISO MAP decoder of the
outer {channel) code. The a priori probability of the
outer code are constant values ( %) We show how to
calculate the LLR of the outer code as follows:

Rsko1r88) = 5 Pr(ofo, Prlbelk, ) D) (16)
_ - Prlbufhp) = +1)

A(bi(k, p)| Pr{be(k,p)}) =In Privelk.p) = 0)
Pr(be(k,p) = 1)
Pr(bc(k, ) = 0)
an)

Abe(k, p)| Pr(be(k,p))) = In

b(k,p) and b.(k,p) show the information and coded
data at the pth subcarrier and kth symbol interval, A
shows the LLI of the outer code. We subtract only the
channel value from A. The results of the subtraction
are interleaved. The interleaved results are transformed
to symbol domain probabilities (P(##(p))). The sym-
bol domain probabilities are considered ag the a priori
probability for the inner code (SF code). Using this
caleulated o priori probability of the inner codes, we
decode the signals once more. If the number of it-
erations is less than a maximum number allowed, we
compare the APP of the outer code with zero.

4, Ewvaluations

In this section, we evaluate the proposed system.
Consider that the channel model in this evalnation is
a time-varying and frequency-selective Rayleigh fading
channel where the center frequency is 1GH z, the band-
width is 1M Hz and one OFDM frame consists of 128
sub-carriers and 100 symbols. For the sake of simplic-
ity, we assume that each path from each transmit an-
tenna to each receive antenna is independent and the

1 9/00 1/0x 2/82 3/03 0/00 1/01 2f02 3/03

0/10 1/1L 2/12 3/13 1/10 2/11 3/12 0/13
0/20 1421 2/22 323 2/20 321 0/22 1/23
0/30 1731 2432 333 3/30 0/31 332 2/13
Non-recursive structure Recurstve structune

Figure 5: Trellis diagram for 2-transmit 4-state QPSK
non-recursive/recursive space-frequency code.
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Figure 6: BER performance in the cases that the inner
encoder is of recursive or non-recursive type.

channel gain is constant for one symbol and one sub-
carrier interval. Consider the case of a 2-transmit, 1-
receive antenna and QPSK transmission system. We
evaluate the BER performance with computer simula-
tions.

4.1. Evaluation of the inner code

In this subsection, we evaluate the inner code.
Fig. 5 shows the non-recursive [4] and recursive [3]
4-state QPSK 2 transmit space-frequency trellis dia-
grams. Fig. 6 shows the comparison between the
case that the inrer encoder is a non-recursive space-
frequency {non-RSF) code and the case where it is a re-
cursive space-frequency (RSF) code. The kind of inter-
leaver is a random interleaver. In both cases, we use the
7-5 non-recursive systematic convolutional {non-RSC)
code (e = 1/2) as an outer code and the channel
model is the time-varying and frequency-selective chan-
rel with the Doppler frequency 100H z and delay spread
1psec. From fig. 6, it is seen that the better structure
for inner encoder is of recursive type. Nj, shows the
number of iterations. The performance of the concate-
nation between non-RSF and non-RSC codes can not
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Figure 7: Decoding structure in the case that the outer
code is a turbo code,

obtain an interleaver gain. From [§], in contrast with
the case of a non-recursive inner encoder, the use of a
recursive inner encoder yields an interleaver gain. As a
consequence, the inner encoder must be a recursive en-
coder. The performance of the concatenation between
the RSF and non-RSC codes converges at about 10 it-
erations. Hereinafter, we use the RSF code as an inner
code and evaluate the systems using 9 iterations.

4.2. Evaluation of the outer code

In this subsection, we evaluate the outer code. Con-
sider that the inner code is the RSF code and the in-
terleaver between each code is a random interleaver.
We evaluate three cases, first, the outer code is a 7-
5 non-RSC code (R = 1/2), second, the outer code
is a 7-5 recursive systematic convolutional {RSC) code
(Ren = 1/2), and third, the outer code is a turbo code
(fcn = 1/2) which is punctured and consists of two 7-5
RSC codes (R = 1/2) and a random interleaver. Fig. 7
shows the decoder structure in the case that the outer
code is a turbo code, 13 shows the interleaver function
for concatenation between inner and outer codes. g
show the interleaver function for the outer turbo code.
In the decoding process of concatenation between RSF
and turbo codes, we have the iterative decoding tech-
niques of the time-frequency domain turbo code and
the concatenation between the RSF (inner} code and
turbo (outer} codes, We briefly explain the decoding
process of the concatenation between the RSF (inner)
code and turbo (cuter) codes, The inner decoder com-
putes the LLRs from the received signals. The resuits
of inner decoding are deinterleaved and are considered
as the inputs of the outer decoder. The outer decoder
of the TF domain turbo code computes the LLRs with
several iterations. After several iterative decodings of
the turbo (outer) code, the results are interleaved and
go to the inner decoder as the a priori probability.
In one decoding cycle, there are the MAP decodings
of inner code and the turbo decodings of outer code.

35 4 a5 6 65

5
SNR{dB}

Figure 8: BER performance in the cases that the outer
code is the non-RSC, RSC and trubo codes.

The computational complexity of the concatenation be-
tween RSF and turbo codes is much higher than that
of the concatenation between RSF and non-R3C (or
RSC) codes. We describe the computational complex-
ity in section 5.

Fig. 8 shows the comparison between three cases
where the Doppler frequency is 100H z and the delay
spread is lusee, Ny, shows the number of iterations
for the turbo (outer} code. For the sake of high com-
putational complexity, we consider that the maximum
number of Np, and Ny are 6 and T times respectively
in the case that the outer code is turbo code. The
concatenation between RSF and turbo codes has the
best performance. However, the concatenation between
RSF and turbo codes has much higher computational
complexity than other two concatenated codes. The
performance of the concatenation between RSF and
turbo codes has a dominant effect over no concatena-
tion between RSF (space-frequency domain) and turbo
{time-frequency domain) codes but time-frequency do-
main turbo code. On the other hand, the performances
of the concatenation between RSF and nonRSC/RSC
codes have a dominant effect over concatenation be-
tween SF domain and TF domain codes. Comparison
of nonRSC and RSC cases, it. shows that better per-
formance is obtained with nonRSC. In order to obtain
more diversity gain over STF domain and interleaver
gain between SF and TF codes, we interleave the en-
coded signals before transmitting. We assume that this
interleaver is ideal. Therefore, we can consider that the
channel response of each signal and each carrier is in-
dependent. Fig. 9 shows the BER performances in: the
case that the outer code is non-RSC and turbo codes
where the channel response of each symbol and carrier
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Figure 9: BER performance in the cases that the onter
code is a RSC and non-RSC and turbe code and that
the inner code is a recursive space-frequency code.

is independent, It is seen from fig. 9 that the concate-
nation between RSF and non-RSC codes has better
performance than the concatenation between RSF and
turbo codes. If we can obtain complete diversity and
interleaver gaing between SF and TF domain codes, the
best structure of outer code is of non-RSC type. The
best structure of an outer code is of non-recursive code
which has a large Euclidean distance.

5. Computational Complexity

In this section, we describe the computational com-
plexity. The computational complexity depends mainly
on the number of states and paths from each state.
Therefore, we count the number of all paths from each
state during decoding one OFDM frame. Consider that
the number of states of the outer /inner code is 5t,/51;,
the number of paths from each state in the case of the
outer/inner code is Pa,/Pa; and that the number of
iterations is Njs,. In the case that the outer code is a
RSC or non-RSC code and the inner code is a recur-
sive or non-recursive space-frequency code, the compu-
tational complexity can be expressed as

C. = {(Pao % Sty) X Ne x (Ns x log, IAXI)
4 (Pa; x §t;) x No x Ns} X Niter. (18)
We assign Pa, = 2, Pa; = | Ax| to equation (18}, and
it can be rewritten as
C. = (25t,N.Nislog, |Ax|+ | Ax|StiNNg) X Niter
= NN,Nier(25t,log, [Ax| + [Ax|St:).  (19)

In the case that the outer code is a turbo code and the
inner is a recursive or non-recursive space-frequency

code, we define the number of iterations of the outer
code (when the turbo code consists of two element en-
coders with St, states) as Npy. The computational
complexity can be expressed as

C: = [{2(Pa, x 5t,) x N x (N,;logy |Ax1}} x Ny,
+ (Pai x Sti)Nch] X Niter. (20)

We assign Pa, = 2, Pa; = JAx| to equation {20}, there-
fore, it can be rewritten as

Ci = N NyNyer (45t Nry log, |Ax| + |Ax [St). (21)

In the case that we ignore the interleaver and deinter-
leaver function in the turbo (outer) code, the computa-
tional complexity of the concatenation between a RSF
and a turbo codes is C;/C, times higher than the one
between a RSF and non-RSC codes.

6. Conclusion

This paper proposed and investigated a serial con-
catenated code over STF domain. The proposed serial
concatenated code can achieve high coding gain (in-
terleaver gain) and diversity gain in the STF domain
due to concatenation between different domain. The
best structure of serial concatenation between different
domain codes is that the type of outer encoder is non-
recursive and the type of inner encoder is recursive.
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