non-quasi-static channel. In fact, the proposed linear
decoder also has complexity of the order O(QK) and
reduces to the latter in the presence of block-fuding
channels.

Since orthogonal estimates of transmit symbols are
obtained with the proposed combiner even in the presence
of channel variations within encoding blocks, symbol-by-
symbol maximum likelihood is achievable with significantly
lower complexity compared to a strict maximum likeli-
hood decoder. Given its low complexity and good
performance, the proposed linear maximum likelihood
decoder is suitable for implementation in lowcost,
small, portable terminals, enabling OFDM systems
to employ space-time transmit diversity on the downlink
to mobile units, which is known to be a botileneck of
high-data-rate mobile wireless systems. Moreover,
since the method presented reduces to the optimal linear
technique known for the block-fading case, the proposed
decoder can be used to support seamless indoor-to-outdoor
transition in high-data rate wireless network services
(‘hot-spots’).

Simulation results were presented which demonstrate
the performance improvement offered by the proposed
decoder, compured to other known linear decoders
with similar complexity. It was also shown that in
typical fading scenarios, the performance achieved
with the proposed linear decoder is close to that of a
strit maximum likebhood decoder, Therefore, the
proposed decoder offers a low-cost alternative to nonlinear
maximum likelihood decoding which might be impractical
especially if QAM constellations (common in OFDM
systems) and codes with higher diversity orders are
employed.

We hope this work will inspire the pursuit of similar
solutions for other STBCs already proposed [21-24], as well
as others still to be discovered.

Although actual performance is dependent on the
accuracy of channel estimation, as is the case of all coherent
decoding schemes (including strict maximum likelihood),
the correlation between time- 2nd frequency-domain fading
processes observed in OFDM channels can be exploited
to yield low-complexity, accurate channel estimation
for OFDM systems [14, 15]. Indeed, the work presented
here can be combined with these low-complexity
channel estimation techniques for OFDM systems, so as
to yield iterative decoding/channel estimation algorithms
which exploit the knowledge of channel states not only at
pilot symbols, but at decoded symbols. Further investiga-
tions on this matter are currently being carried out by the
authors.
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Adaptive RAKE Receivers with Subspace-based
Hadamard-Hermite Template Design for UWB

Communications

Craig MITCHELL!, Giuseppe ABREU'*, Nonmembers, eand Ryuji KOHNO!, Fellow

SUMMARY In this paper we present a novel method for
improving RAKE receiver reception in UWB systems. Due to
the fact that practical pulses that can be produced for UWB-IR
(Ultra Wideband - Impulse Radio}) may be longer in time than,
the typical multipath resolution of the UWB channel, multiple
channel components may occur within the typical pulse width.
Performance degradation may occur due to the resulting intra-
pulse {overlapping received pulses) interference. We here pro-
pose a pilot aided RAKE receiver for UWB communications in
the multipath environment present, The proposed system esti-
mates the actual received signal with intrapulse interference in
each RAKE finger using projections onto 2 Hadamard-Hermite
subspace. By exploiting the orthogonality of this subspace it is
possible to decompose the received signal so as to improve the
template waveform and reduce the intrapulse interference. Us-
ing the projections onto the subspace the dimension of the re-
ceived signal is effectively increased allowing for adaptive corre-
lator template outputs. RAKE receivers based on this proposal
are designed which show significant performance improvement
and require less fingers than the conventional system to achieve
required performance levels.

key words: Ultra Wideband, RAKE receiver, multipath, Or
thogonal Hermite pulses

1. Introduction

UWB systems have become a popular topic of research
as they promise very high speed wireless communica-
tions with many advantages over conventional radio
systems {1,2]. Such systems offer the possibility of very
low cost, high speed links over a short range (< 10m).
Such links are hoped to support transmissions such as
digital video and do away with unsightly and incon-
venient cables. Further possible applications include
sensor networks and Personal Area Networks.
Typically such systems communicate using trains
of very short (1ns or less} pulses with a very low duty
cycle. The energy is thus spread over a wide range of
frequencies or bandwidth, resulting in a low power den-
sity at any single frequency. The extremely wide band-
width gives UWB systems their strength. One prob-
Iem, however, is that the received signal suffers from
a significant multipath environment with relative path
delays that are shorter than the duration of a typical

tThe authors are with the Graduate School of Engineer-
ing, Division of Physics, Electrical and Computer Engineer-
ing Yokohama National University

*Presently, the author is with the Center for Wireless
Communications, University of Oulu, Finland

realistic pulse ( [3-6]}. This fact will lead to severe in-
trapulse interference, as received pulses will overlap due
to the cloge arrival times of the multipath components,
which in turn will adversely affect the performance of
any correlation based receiver.

The high degree of path diversity that is present,
on the other hand, can be utilized and exploited by a
RAKE like structured receiver (eg: [7,8]). Due to the
fact that the inter-arrival times of the multipath compo-
nents are not integer multiples of the pulse width, only
a highly complicated fractionally spaced (FS) receiver
utilizing maximum likelihood (ML) detection can com-
pensate for the intrapulse interference that will be ob-
served [8]. The problem with such receivers is that they
require sampling at least at the Nyquist rate {which
is impractically high in UWB systems as it may be
in the order of tens of Gigahertz). They also require
perfect knowledge of the multipath components ampli-
tudes and arrival times and will therefore require com-
plex channel estimation algorithms for any realistic im-
plementation within the near future.

One alternative option recently considered to im-
prove this situation is to use the Transmitted Reference
(TR) system ( [9,10]), where pulses are transmitted in
pairs, an unmodulated reference followed by the modu-
lated data pulse. The resulting received reference wave-
form is stored and used as the correlation template for
the following modulated data pulse. Such a system is
seen to be quite energy inefficient as two pulses are
needed per data symbol. In addition the reference re-
ceived waveform needs to be stored in an analog man-
ner for correlation with the modulated pulse. This may
also be impractical and inefficient.

Simplified RAKE receivers are therefore still a def-
inite candidate for UWB transmission, but will suffer
not only from relatively high complexity {due to the
number of fingers and correlators required) but also
from inefficient energy capture due to intrapulse inter-
ference. In this paper we propose a fingerwise modifica-
tion to the RAKE receiver which attempts to overcome
this intrapulse interference.

Orthogonal pulse designs such as those based on
Hermite functions have been proposed for use in UWB
systems for implementing M-ary Pulse shape modu-
lation (PSM) [11-13]. Use of such orthogonal pulse



shapes are thought to be severely hampered by the
multipath channel. Recently it is therefore thought
that the use of these orthogonal pulses are impracti-
cal for PSM. We here propose an alternative appli-
cation of such orthogonal functions for intrapulse in-
terference compensation in a RAKE Receiver. A set
of such orthogonal pulses form an orthonormal basis
which can be exploited in many circumstances. Many
signals can be approximately reconstructed by decom-
position onto such an orthogonal basis. We therefore
propose to decompose the received signal in a given
multipath environment in each finger of the RAKE us-
ing a Hadamard-Hermite subspace. The decomposed
signals therefore represent reconstructions of the actual
received signal and in addition increase the dimension
of the received signal (to the size of the subspace) and
allow the receiver to adapt its correlator template to
the actual received waveform. Instead of using the re-
sults of enly one correlator for detection, use is made
of a bank of correlators for each of the orthogonal func-
tions. This can therefore be used to reduce the effect
intrapulse {intra-symbol) interference and increase the
effective energy captured by the system.

The remainder of the paper is organized as follows.
In Section 2 we introduce a brief background to the
problem and discuss some relevant issues. In Section 3
we present our proposed system, in section 4 we eval-
uate the performance of the system and present some
simulation results and finally we conclude in section 5.

2. The Multipath Channel and RAKE Re-
ceivers

2.1 Channel Model

A major concern in the implementation of any UWB
system is the effect the UWB rmultipath channel will
have on the performance. Much work has been car-
ried out on channel measurements and modeling (e.g.
[4-6]). A model that appears to have been accepted at
this stage has been proposed by the IEEE P802.15.3a
working group [3]. This model is based on the Salch-
Valenzuela model [14] with a couple of alterations. The
model demonstrates a clustering phenomena of the mul-
tipath components into a number of discrete clusters.
Each cluster in turn consists of a number of rays arriv-
ing in a certain spread of time. In addition it has been
observed that each cluster exhibits independent fading
as well as each ray within the cluster. This fading has
also been seen to follow a log-normal distribution. The
phase is randomly distributed to £1 representing chan-
nel inversions that may occur due to reflections of the
waves off any solid cbjects. The model is given by:

L K
h(t) = Xzzak,t5(t —Ti — i), (1)

1=0 k=0
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Channel CM1 | CM2 | CM3 | CM4
Distance (m) 0-4 04 4-10
(Non) Line of sight | LOS | NLOS | NLOS | NLOS
Tm (08) 505 | 10.38 | 14.18
Trms (NS) 5.28 8.03 14.28 25
Table 1 1EEE P802.15.3a working group channel model pa-

rameters, showing distance, Line of sight, Mean excess delay m
and RMS excess delay Trms

where a1 are the gain coefficients, 7; is the arrival time
of the I** cluster with 74 ; being the relative arrival time
of the k** ray within that cluster (relative to the first
arrival path within the cluster (rg,;1). Both the clus-
ter arrival rate and ray arrival rate are exponentially
distributed, and the multipath gain magnitudes X are-
log-normally distributed. 4 different models represent-
ing different distances of transmission with both LOS or
NLOS ((Non)- Line of Site) have been proposed. Table
1 gives some of the most important channel parameters
for these channel models labeled CM1-CM4.

In this work we will concentrate on channels CM1
and CM?2, representing both LOS and NLOS chan-
nels with a typical transmission distance of 0-4 meters.
These channels together with CM3 represent the most
likely application scenarios considered here, while CM4
is a long range outdoor channel. CM2 and CM3 were
found to have very similar performance, so only CM2
will be considered here. It is however noted that the
same procedure can be applied to the other channel
situations with similar improvements in performance.
We consider a multipath channel produced from the
above model. One interesting thing to note about the
UWB channel is that the multipath is extremely dense,
especially in the NLOS situation and may result in
intrapulse interference. The pulse repetition time is
considered to be much longer than the delay spread of
the channel, thus avoiding intersymbol! interference and
giving a low probability of multiuser interference in the
system.

2.2 RAKE Receivers

RAKE Receivers utilize the path diversity that is avail-
able from the multipath channel. This is achieved by
splifting the received signal into a number of compo-
nents (fingers). The conventional RAKE receiver con-
sists of multiple correlators (termed fingers} which can
extract the received signal at each correlation instant.
Correlation is carried out using the expected received
signal as the matched filter template. Conventionally
each finger is matched to the time instant of one of the
resolved multipath components of the channel obtained
by accurate channel estimation. The outputs of the fin-
gers are then given appropriate weights and combined,
using appropriate combining methods, so as to obtain
the advantages of mulfipath diversity [7,8,15-17].
Such®-RAKE receiver can be implemented using a
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matched filter followed by a tapped delay line combiner
with j taps. The number of taps in such an implemen-
tation is equal to the number of fingers and determine
the instant in time that the correlation result is mea~
sured [15]. The system can resolve multipath compo-
nents whose delays differ by at least one chip duration
T, (the RAKE resolution), which is typically the width
of the template function or pulse width. The output of
the correlator is therefore sampled at the time positions
of the RAKE fingers and combined appropriately.

The term all RAKE (ARake) refers to the a re-
ceiver with unlimited resources [16], i.e. limitless fingers
and path resolution. It attempts to position a finger at
each and every resolved arrival path at the receiver so
as to capture all of the impinging energy. This type
of receiver also requires instant reconfiguration of the
fingers for whenever the channel changes. Such a sys-
tem is extremely complex, utilizes a large amount of
power and is rather impractical. In reality each fin-
ger is of the order of a pulse width which is typically
much larger than the multipath resolution. The perfor-
mance of the correlators would suffer due to the intra-
pulse interference that will result. One possible solu-
tion is to use many overlapping RAKE fingers, termed
a Fractionally-Spaced RAKE (FSRake), and the trans-
mission of multiple pilot symbols so as to estimate the
relative delays and magnitudes of all the paths. This
requires a large number of RAKE fingers and results
in large complexity and energy issues in the combining
procedure. Additionally overlapping fingers, as well as
intrapulse interference will be limiting factors in such a
receiver as the chip duration is equal to the correlator
template pulse duration (T, = Tp,). A typical RAKE
combiner is limited by power consumption, energy of
the signals, design complexity and the channel estima-
tion available,

Many reduced complexity RAKE designs exist,
and in this paper we consider 2 broad types of reduced
complexity RAKE receivers, namely the partial RAKE
{PRake) and selective RAKE (SRake) [15]. The PRake
assumes that the arrival time of the first path is known,
the first finger is positioned at this instant and the rest
of the fingers are then positicned at multiples of the
finger resolution. The SRake first scans the multipath
delay spread signal and selects the highest energy paths
to position its fingers thereby capturing maximum en-
ergy for a given number of fingers.

In this paper we attempt to find an alternative so-
lution to the typical RAKE receiver. We consider a
system where perfect channel estimation is not avail-
able at the receiver. In addition we assume full in-
dependence between RAKE fingers, therefore no two
fingers can overlap, implying a RAKE resolution that
is equal to the pulse width. Effectively this is a sit-
uation when the RAKE resclution is lower than the
muitipath resolution. We also assume that the system
uses maximum-ratio combining [18].

3. Proposed System

As mentioned before orthogonal pulse shapes and PSM
have been proposed for use in UWB systems. Use of
such orthogonal pulse shapes may be hampered by the
multipath channel. The overlap of pulses due to the
intrapulse interference will lead to severe loss of orthog-
onality and thereby, it is thought, render any PSM sys-
tem useless. The feasibility of PSM seems to only be re-
alizable when extremely short duration pulses (shorter
than the multipath resclution - possibly some 10°s of
picoseconds) can be produced, thereby avoiding intra-
pulse interference and maintaining orthogonality. In
this paper we will however show that such pulse shaping
may still prove vseful in detection for UWB systems.

3.1 RAKE Fingers

We propose a finger-wise modification of the RAKE
receiver based on the decomposition of received signals
using a Hadamard-Hermite orthonormal basis.

We assume that the transmitted pulse wrg is the
traditional 1-st order Hermite pulse. Antenna effects
are ignored or assumed to be compensated for (e.g.
differentiating effects are compensated by the inclusion
of integrators), so the received waveform wrg = wrg.
It is noted that the transmit and receive antennas are
known to differentiate the signal [12] (implying a sec-
ond derivative received waveform}, while the channel is
believed to have an integration effect [19]). This means
that we cannot produce any pulse lower than 0-th order
and therefore cannot receive one lower than 1-st order.
This motivates the use of the 1-st order pulse here.

Using the 1-st order waveform means that the con-
ventional RAKE receiver matched filter template func-
tion

T(t) = wro(t). 2)

The proposal here is for a finger-wise impravement for
the RAKE structure to the system. Each finger in the
RAKE receiver will follow the modifications that are
described for a single major RAKE finger. This major
finger is defined as one that is centered on the maximum
magnitude received path for any given instance of the
IEEE channel model.

The received signal in the absence of noise p(t), for
a finger of pulse length T centered at time tg is defined
as

hd T, T,
(t)= (t—tm—m e |2, (3
p ;akaC k) T [ ) ] (3}

where v is the number of multipath components arriv-
ing in the duration of the finger (T},} and oy and 74 rep-
resent the weights and relative delay of the k-th arrival
path. ¢,, represents the mismatch between transmitter
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Fig.1 (2} Example of major RAKE finger showing amplitudes

and relative delays of the multipath components, (b) resulting
noiseless received waveform (p(t)) and correlator template T'(£)
in the major RAKE finger for channel shown in {a}

and receiver clocks. We assume perfect synchroniza-
tion, so ¢,, =0.

Figure 1 (a} shows an example of the multipath
chanmel components contained in the major RAKE fin-
ger centered on the strongest multipath component and
(b) shows the resulting received signal (p(t)) (composed
of the weighted sum of shifted wpe) in the absence
of noise for this finger. Also shown is the conven-
tional RAKE finger template function T'(t) for com-
parison. As is seen multiple components may arrive
within the pulse width of such a system (here assumed
to be T, =~ 1ns).

The RAKE finger performs detection by correlat-
ing the received waveform with the expected template

(T(®)-

T
2t) = f p(t)T(t - 7)dr. @

-z
2

If we consider Antipodal Binary Pulse Amplitude Mod-
ulation (BPAM) (i.e. a "1” is represented by wrg(t)
and a "0" by —wrg(t). Detection can then be carried
out as follows:

1 if 4({) 20
”i={0 ;f 18«1 ©)

The intrapulse interference can clearly be seen to have
an effect on the performance of such a correlation proce-
dure as the template T'(t) is not matched to p(t), espe-
cially in the presence of noise. The closer the template
T(t) represents the actual noiseless received signal p(t)
the better the performance would be, as optimal per-
formance is achieved when the signals match exactly.
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3.2 Hadamard-Hermite Decomposition

The proposal in this paper is to use a Hadamard-
Hermite subspace to decompose the received signal and
more closely match the template to it.

Let the n-th order Hermite polynomial be defined
in the interval —oo < £ < 00 of a normalized time scale
by the Rodrigues formula as follows [21]

2d’ _z

Pty =(-1)"" —e~

o n€N. {6)

The normalized orthogonal Hermite pulses 1y, are
then defined by [12]:

2

=t?
() = %&2

where n is the order of the polynomial, and n =
0,1,..., —oo0 < t < co. These are orthogonal in time
and have a number of attractive attributes. They are
based on smooth functions which implies they can be
feasibly produced, they are also well contained in both
frequency and time. In addition closed form expressions
for the cross correlation function for any pair {n,m) of
such functions has also been found [12]:

Rﬂ,m(r)
= f¢11(t)¢rn(t"7)d7 (8)

(7)

_ (=ypenpmin /] oM@ gy -2 /4R
- VT T =) (m = k)

where |(m,n}| denotes the minimum between n and
m.

‘We further define the basis of Hadamard-Hermite
pulses as follows. Consider an n x n Hadamard matrix
H = h;; where the entries h; ; are either +1 or —1
such that HHT = " where H? is the transpose of H
and I™ is the nth order identity matrix. Such a matrix
H is defined as the nth order Hadamard matrix. The
crder of such a matrix is limited to 1, 2 or 4n where
n is an integer. Given a Hadamard matrix H of order
N, the normalized Hadamard-Hermite pulse is therefore
defined as: .

N-1

fult) = T/l"ﬁ 3 hti(®), ©

k=0
Given the orthogonality of both H and (2} it
follows that

f ‘i”m(t)%,(t)dt={2 i Ziz (10)
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These Hadamard-Hermite pulses therefore form
an orthonormal basis which we will refer to as
the Hadamard-Hermite space. The reason for using
Hadamard-Hermites, as apposed to plain Hermites is
to do with the effective utilization of energy and will
become evident when the signal detection is considered
in the next subsection. An improved template function
(T*(t)) which more closely approximates p(t) can now
be found if the projections of the received signal onto
this Hadamard-Hermite space are used. Mathemati-
cally

N=1
PO ST = 3 cupnld). (1)
k=0

The coefficients ¢y, are seen to be the cross correla-
tion between the received signal p(t} and the k-th order
Hadamard-Hermite pulse ¢ (t}), i.e.

o0

q=f%wwm. (12)

-0

Solving this equation using equation (8) we find that
the decomposed pulse more closely represents the re-
ceived signal than the conventional T'(t). Figure 2 (a) il-
lustrates the reconstruction T™(t) of the received wave-
form p(t), which was used in figure 1, using different di-
mensions of Hadamard-Hermite space. As can be seen
the waveforms obtained far closer resemble the actual
p(t) when compared to the conventional Template. For
correlation purposes it can be seen that these wave-
forms are far more useful and would lead to improved
performance when compared to the conventional tem-
plate. Figure 2 (b) shows a plot of the average relative
square error in the reconstructed wave obtained from
the major RAKE finger using 100 realizations of the
IEEE channel model with CM1. Relative square error
RSE, is calculated for sampled versions of p and T
(with k samples) using,

k—1
. > () - T°(5)
rsEm) =P _ | =0 . (13)

o =
> p()?

=0

It is seen that the larger the dimension of the
Hadamard-Hermite space the closer the reconstructed
wave T*(t) resembles p(t) and the lower the relative
€rror is.

3.3 Signal Detection

The single matched filter of the RAKE Receiver is re-
placed with a bank of M correlators (each one consist-
ing of a Hadamard-Hermite pulse from a dimension M
Hadamard-Hermite space). We once again assume that

b
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Time [ns) Dimension of Hadamard-Hermite Space
Fig.2 (a) Reconstruction of p{t)} using Hadamard-Hermite

space and (b) The average relative error in the reconstructed
waveform in the major RAKE finger for different dimensions of
Hadamard-Hermite space

BPAM modulation is being used. In the ideal noiseless
case we see from equation (12} that the outputs of these
correlators to an input wgre(f) would be,

c= {60,61,---,CM—1}, (14)

and if the input was —wpc(t) we would get —c. In re-
ality of course the system experiences noise and other
distortions in the channel and receiver hardware result-
ing in an actual received signal:

r{t) = p(t) + w(t) (15)

where w(t) is the additive noise and other interference.
The outputs of the correlators would now be:

d= {dO)dlp“',dM—l}! (16)
where -
¢=fwwm% (17)

The proposed system uses the data-aided (DA} ap-
proach, where a number of known pilot symbols are
transmitted at the beginning of the packet to estimate
c. The rest of the packet is decoded based on this
estimated information. This is in accordance with the
IEEE P802.15.3 UWB channel model which states that
the channel is assumed to be time-invariant during the
transmission of one packet if it is shorter that 200pus.
Channel realizations are also assumed to be indepen-
dent between packets. Using ¢ as the reference detec-
tion can now be carried out as follows:

_f1 i cdT>0
""‘{0 if c-d? <0 (18)

The dimension of the detection is effectively increased,



as the outputs of all the M correlators are used in de-
tection. This is advantageous to the performance of the
system as was shown in [12].

3.4 Energy and Hadamard-Hermites

At this stage comment should be made about the use
of a bank of Hadamard-Hermite as apposed to plain
Hermite correlators. One undesirable consequence of
using plain Hermite functions would be the sub utiliza-
tion of the available energy. If we consider the “ideal”
case where we have only one arriving pulse centered
in the finger. If wge is the 1-st order Hermite pulse,
then only one of the correlators in the bank of Her-
mites would output a value (i.e. ¢1). All others would
have zero outputs, which is sub-optimal, even though a
single pulse centered within a finger should intuitively
be the best situation. Under the same conditions, the
Hadamard-Hermite bank would have non-zero output
values on all its correlators.

An alternative explanation can be seen by looking
at the decision process. Errors are effectively deter-
mined by the distance between the detection vector ¢
and the vector of noise processes wy, at each correlator
output, i.e. the metric:

.

where E[-] denotes expectation and it is assumed that
all w, are independent zero mean Gaussian processes
with variance o,. Figure 3 gives a plot of these metric
distances comparing Hermites and Hadamard-Hermites
at different SNR values obtained by messuring the av-
erage distance in the major RAKE finger eonsidering
100 channel instances of CM1. It is clearly seen that the
plain Hermites suffer from suboptimal utilization of the
energy. The Hadamard-Hermite solution maintains the
mean distance regardless of the number of elementary
shapes used. The advantages of the Hadamard-Hermite
are therefore clear.

M- M=1

1
Cn| =~

Wry
n=0 0

=

Ale,0,)=FE [

3.5 Subspace Size

We assume initially that perfect knowledge of the ref-
erence vector ¢ is available. This can be obtained by
transmitting suitable pilot symbols as will be seen in
the next subsection. The payload length of each data
packet is assumed to be 1024 bits.

One problem of course is the larger the size of the
Hadamard-Hermite subspace, the more complex the re-
sulting pulse shapes become (more zero crossings in a
short space of time}, which may prove difficult and im-
practical to accurately produce in reality. Using a very
large subspace size may unnecessarily increase the com-
plexity of the system implementation. The effect of
subspace size on the performance of the system needs
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increasing Hadamard-Hermite Dimension

to be investigated. To this end a system with a single
major RAKE finger as described before is considered.
Figure 4 shows the Bit Error Rate performance of
suich a system with different sizes of Hadamard-Hermite
space. The Received E;/Np against which error rates
are plotted is defined as the ratio between impinging
energy (per bit) onto the receive antenna and the to-
tal noise at the output of the correlators. It can be
seen that using a larger number of Hadamard-Hermite
pulses improves the performance. One thing to note
though is that the improvement in performance be-
tween 8 elementary shapes and 16 elementary shapes
is relatively small. The increased complexity in using
16 as apposed to 8 shapes may make this impractical
in a real system. The use of 8 shapes is therefore seen
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. Effect of Crder of Received Waveform

Average Bit Error Rate
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Fig.5 Average Bit Error rate for major RAKE finger with
increasing order of received waveform wrg(t) showing Conven-
tional {dashed line) and Proposed system (solid line) using 8
elementary shapes

as a good compromise.

As mentioned we are considering a received wave-
form wre(t) that is the standard 1-st order Hermite
pulse. It is noted that this can be substituted for any
other order Hermite pulse. Figure 5 shows the effect
in BER in the major RAKE finger using increasing
orders of received waveform wrg{f). As can be seen
all the waveforms give virtually identical BER perfor-
mance (They cannot be distinguished). The system
here presented is largely independent of transmit pulse
shape used (especially the Hermite pulses), and similar
results are obtained when considering different shapes.
Note these shapes may further be modulated so as to
meet spectral requirements of local authorities.

3.6 RAKE Receivers

As mentioned before we concentrate on the reduced
complexity RAKE receivers, namely PRake and SRake.
The PRake is simply implemented assuming that the
arrival time of the first multipath component is known
{although this is rot critical). The subsequent fingers
are then just positioned at multiples of the finger width
{in this case the pulse width, assumed to be 1ns).

The SRake proposed here requires some additional
-complexity in implementation. Firstly the energy out-
put by the correlators in response to a pilot symbol are
sampled at the resolution of the RAKE. Fingers are
then positioned at maximum energy positions in de-
scending order. When a limited number of fingers are
available, the SRake may be advantageous as it would
capture more of the available energy.

In contrast, the conventional SRake requires
knowledge of the channel (or high accuracy channel
estimation). After this such a system would position

its fingers at the positions of the largest arrival paths,
again in descending order. The requirement for perfect
channel estimation may make such a system impracti-
cal in implementation.

3.7 RAKE Combining

If we consider a RAKE receiver with J fingers, we can
obtain the well known expression for instantaneous sig-
nal to noise ratio (i-SNR) {17}:

J
E, (Xj=1 %95)°
2 J 2
% Yi=1 6

where g; represent the RAKE weights and depend on
the combining techniques used. p is the normalized cor-
relation of a single pulse. F, is the symbol energy of the
transmitted signal and E, /o2 is therefore regarded as
the SNR of the transmitted signal. « represents the
magnitudes of the arrival paths. For a given finger
which had v arrival pathq of mag;mtude « within its du-
ration (see equation 3), a = }_;_, o?. The well known
maxirmum ratio combmmg method (MRC) [17] can be
obtained through applying the Cauchy inequality:

J
@y g, (@)

J=1

T = (20)

2
J
D oag| <
i=1

which is equal only when g; = ;. The i-SNR for MRC
is therefore:

M‘*

1l
-

J

E <
Yo.MRC = —22 {22)
o3 3=1
3.8 Pilot Symbols
3.8.1 Correlator Estimation

For detection in the system (equation (18)) the receiver
requires knowledge of the noiseless outputs of the cor-
relators (vector ¢) given by (14). This can be achieved
by the transmission of suitable pilot symbols at the
beginning of the packet. Naturally these symbols are
transmitted in a noisy environment therefore only an
estimate & can be obtained.

One of the best methods for estimating values, vec-
tors and/or functions in a noisy environment is the
Kalman filter [20]. In this case it involves the simple
case of measuring a fixed vector in noisy measurements
using a Kalman filter. We use the following filter equa-
tions for k-th measurement from & pilot symbols:

T
Ki=pis (232)
8k = k-1 + Ki(&f, — k1) {23b)
Py = (1 - Ki)Pe-1 (23c)

where K is the filter gain, P is the error covariance
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in the estimate (we assume an initial value of 1), R is
the measurement variance (related to the noise variance
and given an initial value of 0.5 so as to cover a wide
range of SNR values). &} represents the measurement
(or output of the correlators) and &y is the estimate in
response to the k-th pilot symbol.

To find the optimum number of pilot symbols re-
quired we analyze the average relative square error:
|c~¢&|
e

RSE(8) = (24)
Figure 6 shows the average relative square error for the
estimated € in the major RAKE finger at different val-
ues of i-SNR. from equation 22. As can be seen the
greater the number of pilot symbols the better the es-
timate of ¢ becomes as the RSE reduces. By selecting
a required RSE at a certain noise level we can find
the optimum number of pilot symbols for the system.
for example at 5dB noise and an RSE of 0.2 it can
be see that 20 pilots are needed when 4 elementary
Hadamard-Hermites, and 50 pilots when 8 elementary
Hadamard-Hermites are used.

3.8.2 Energy Scanning

Pilot symbols are also required for finding the position
of fingers in the SRake structure that is considered.
The energy output by the correlators is measured and
sampled at RAKE resolution to determine the best po-
sitions for the fingers of the SRake. Once again such
pilots symbols are transmitted in a noisy environment.
A small number of pilot symbols are required so as to
satisfactorily position the SRake fingers. When mul-
tiple Pilot symbols are used, the energy measured at
each sample time is simply averaged over the number
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increasing numbers of RAKE fingers at different i-SNR levels.
Comparisons are also made of the conventional system with the
proposed systermn using 8 elementary Hadamard-Hermite tem-
plates.

of pilots used, and the positions of the RAKE fingers
are determined.

4. Simulation Results

This section presents simulation results for a single user
system on both CM1 and CM2. The pulse width is
considered to be 1ns. The RAKE systems considered
can only position the fingers at integer multiples of the
pulse duration T (assumed to be 1ns). A PRake system
with j fingers therefore assumes that the arrival time of
the first multipath component is known as the position
of the first finger, and the subsequent fingers are then
positioned at integer multiples of T thereafter. For the
SRake system the best j positions in terms of maximum
energy capture by the given set of correlators are used.
The packet size is set to 1024 bits.

4.1 Perfect Knowledge

At first we assume that the system has perfect knowl-
edge of the vector c, and is also able to position the
fingers of an SRake receiver ideally.

Figure 7 shows the comparison in bit error rate
(BER) performance of the conventional single tem-
plate system and the proposed system considering both
PRake and SRake structures. The channel considered
is the LOS CM1 channel. The plot shows the effect
of increasing the number of fingers has on the perfor-
mance of the system at i-SNR (as defined by equation
22} values of 0 and 5dB’s.

It can clearly be seen that an increase in the num-
ber of fingers has the effect of improving the perfor-
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Fig.8 Average BER comparing PRake (solid lines) and SRake
(dotted lines) receivers on CM2 with increasing RAKE fingers at
different i-SNR, levels.

mance for all receivers considered. In addition to this
it is also seen that the proposed RAKE finger structure
outperforms the conventional system by a large mar-
gin. For example at an i-SNR of 0dB’s, the proposed
system has a BER. that sits well below the conventicnal
systems 5dB BER. Significant gains in performance are
achieved when using the proposed Hadamard-Hermite
space.

It is noted that there is an optimum number of
fingers in the system. Increasing the number of fingers
above about 25 shows no real significant improvement
in the performance at any noise level. The reason here
is that most of the significant multipath components
that arrive at the receiver in the CM1 channel occur in
the first 25ns. Thereafter the components which arrive
are much weaker and have little effect on the perfor-
mance (i.e. no significant improvements are evident}.

Another important conelusion that can be drawn
from this plot is that for a given number of RAKE
fingers the SRake system will have a better performance
than the PRake. Effectively, as ean clearly be seen, the
SRake requires less fingers to achieve a certain BER
than the PRake does. In the LOS channel the major
paths arrive very close to the beginning of the multipath
spread so the gain achieved with a SRake receiver is not
very significant.

Figure 8 now considers the same PRake and SRake
structures on the NLOS channel CM2. Due to the ab-
sence of a direct LOS component and a denser mul-
tipath environment, it is seen that the PRake has a
much more linear performance than observed in figure
7. Once again it is clear from the plot that the pro-
posed system offers a significant improvement over the
conventional RAKE receivers. In fact as observed the
performance of the PRake in this CM2 channel is poor

?_\!o. of Fingers for Pilot symbals and Noisy Energy Scan at 0db I-SNR (CM1)
10 T : - T 7

SRake - PRt Assisted & Nolsy anatgy Sean

Avarage Bit Error Rate
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5 o) 25 a0 3
Mumber of RAKE Fingers

Fig.8 Average BER showing the effect of using pilot symbols
and energy scanning for the proposed PRake and SRake receivers
on CM1 with increasing RAKE fingers at different 0dB i-SNR.

with a small number of fingers. This is due to the fact
that the maximum arrival paths have less energy than
those in CM1. It is however seen that with a larger
number of fingers the performance improves consider-
ably. This is due to there being more diversity in the
fingers of the RAKE (higher density in multipath). Due
to the fact that the finger resolution is 1ns in these sim-
ulations, the system is also capable of effectively utiliz-
ing more of the received energy when more paths are
available in each finger.

It should also be noted that the arrival paths are
not concentrated at the beginning of the multipath
spread in this situation. A larger number of paths with
an increased delay spread means that far more fingers
are required in the PRake system to achieve a certain
level of performance. In addition, the SRake is seen
to have a large improvement in performance over the
PRake in this channel situation. A significantly lower
number of fingers is required to achieve the same per-
formance. Once again this can be attributed to the
increase in the path density and the fact that the most
significant paths are not necessarily positioned near to
the first arrival path. The added complexity of the
SRake structure may well be considered acceptable due
to the significant reduction in the number of fingers re-
quired.

4.2 Pilot Assisted

The more realistic situation needs to be considered
where perfect knowledge of the correlator outputs or
energy spread along the delay spread is not known. As
has been mentioned pilot symbols are used at the be-
ginning of each packet for this purpose. As stated 50
pilot symbols are used for estimating the vector c.
Figure 9 shows the effect of using Pilot symbols
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Fig. 10  Average BER showing the effect of using pilot symbols
and energy scanning for the proposed PRake and SRake receivers
on CM?2 with increasing RAKE fingers at different 0dB -SNR.

on both the proposed PRake and SRake structures on
channel CM1. Results are shown at an i-SNR level of
0dB. As was seen in figure 7 the difference between
PRake and SRake performance in CM1 is quite small.
In fact, as can be seen, when the pilot symbols are in-
cluded, the advantage of using the SRake is diminished
even further. Figure 9 additionally shows the situa-
tion when a further 50 pilot symbols are used to find
the positions of the SRake fingers (it has been found
that using any more pilot symbols here makes very lit-
tle difference). When this situation is considered, there
is a sigpificant reduction in performance, especially at
these high noise levels. In fact it can be argued that
the increased complexity of the SRake structure is not
justified on CM1.

Figure 10 shows the same results obtained on CM2.
Once again the slight loss in performance due to hav-
ing to estimate ¢ can be ohserved, as well as the loss
in performance that one would observe when estimat-
ing the positions for the fingers in the SRake structure
when using pilot symbols {once again 50 pilot symbols
were used for this purpose). For CM2, as was seen pre-
viously, the use of the SRake structure is advantageous
over the PRake.

The reduced performance that is observed when
the energy scan is done in noise is due to the fact that
the energy available in the fingers is small compared to
the noise energy at this high noise level. When full Bite
Error Rate simulations over a range of noise values are
considered this problem is reduced as seen in the next
subsection.

43 BER

We now consider the overall Bit Error Rate (BER) per-
formance of the system. We consider the situation in
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terms of the received E,/Ny. Ej is defined as the ex-
pected received energy per information bit that takes
the IEEE channel model normalization inte consider-
ation as well as the loss due to using pilot symbols,
ie:
Ny

s=10logyn 57—

B0 N, ¥ Npe + Nez’

where N, is the number if information bits, Np, is the
numnber of pilot symbols used to estimate ¢ and Npg is
the number of pilot symbols used to position the fingers
in the SRake structure.

Figure 11 shows a plot of the BER for PRake and
SRake structures on CM1. As can be clearly seen
the proposed RAKE finger structure shows vast per-
formance improvements for both PRake and SRake re-
ceivers. In addition it is also evident that the difference
in performance between the SRake and PRake receivers
are relatively small. This is again due to the fact that
most of the energy is contained within the first few
tens of nanoseconds in the LOS CM1 channel. In ad-
dition plots for the proposed SRake structure showing
the ideal situation, where perfect knowledge of ¢ and
perfect finger positioning is available, as well as the sit-
uation where pilot symbols are used to estimate ¢ and
finger positions. It is clear that a relatively small re-
duction in performance is caused.

The situation in the NLOS channel CM2 is dif-
ferent. The effect of increasing the number of fingers
in the proposed system is illustrated in figure 12.1t is
again noted that the best performance is seen when 25
fingers are used. No significant improvement in perfor-
mance is seen above this value. In fact slight reduction
in performance is seen (this is due to the fact that finger
positioning may not be perfect and the result is effected
more by noise in fingers that are positicned incorrestdy). .
It is also noted that as the number of fingers increases

Los (25)
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the performance of the SRake and PRake become a lot
closer to each other. This is consistent with the results
in the previous subsection. This does however empha-
size the fact that when only a limited number of fingers
are to be employed, the SRake outperforms the PRake,
particularly with a low number of fingers.

Finally figure 13 compares the BER performance
of the conventional and proposed receivers in the NLOS
channel CM2. Onee again the significant performance
improvements with the proposed structure over the
conventional structure can be seen. Improvement of
more than 5dB is seen at many BER levels. With 25
fingers in CM2 it is seen that the SRake structure shows

about a 2db performance advantage over the PRake -

structure. Once again the effect of the pilot symbols is
also shown in the plot. The performance improvement

1

obtained using the SRake structure is still seen as being
advantageous in this situation. Further improvements
can be obtained if coding and repetition were employed.

5. Conclusions

In conclusion this paper represented a novel finger-wise
modification to the standard RAKE receiver. By using
a Hadamard-Hermite base the proposed system showed
significantly better performance than the conventional
approach in simulation results. The effects of intrapulse
interference due to the finger spacing being much larger
than the typical multipath resclution can be reduced
using this approach. Far fewer RAKE fingers would
be required to obtain similar levels of performance to
such a conventional system. Fewer RAKE fingers in
the system may make it more practical to implement
in reality.

It is also noted that the approach used here is
largely independent of the shape of the transmitted
waveform. This means that the same approach can be
used for different transmit waveforms that are present.
In addition it should also be noted that this approach
may alsc be useful in combatting any other distortions
that remain constant for the duration of the packet.
This implies that any antenna distortion may also be
compensated for in a similar fashion. The performance,
under these circumstances needs to be investigated.
In future we intend to analyze this as well as well as
the possibilities of implementing different modulation
schemes.
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Abstract— We analyze the achievable performance of the coded
differential amplitude and phase shift keying (DAPSK) over a
frequency non-selective Rayleigh fading channel with ideal bit
interleaving. The bit metrics based on the exact probability
density of detector output and the average mutual information
of the system with conventional differential detection are derived
and compared with that of multiple-symbol differential detection
(MSDD). It is shown that by suitably incorporating the amplitude
statistics of transmitted signals info bit metrics, the performance
of conventional DAPSK can be significantly improved withont
Increasing complexity. Theoretical framework developed ahove
is also justified by the comparative simulation results using
convelutional and turbo codes.

1. INTRODUCTION

Due to its robustness against phase ambiguity induced by
rapid fading with low complexity, the differential detection has
been a preferable choice for mobile communication systems.
The differential detection in- its original form literally makes
use of the difference, typically in the polar coordinates, be-
tween the two consecutive received symbols. Also, combined
with the orthogonal frequency-division multiplexing (OFDM)
signaling, the differential detection will enable one to cope
with frequency-selective fading channels without accurate
channel estimation, resulting in a very simple receiver structure
(1.

While the differential detection scheme enjoys very low
complexity and robustness against fading channels, its well-
known drawback is the performance loss relative to coherent
detection over static channels whenever an accurate refer-
ence symbol is available at the receiver. In contrast. to the
simple detection above, which will be referred to as con-
ventional differential detection (CDD) in the following, more
recent techniques such as multiple symbol differential detection
(MSDD) [2] fully utilize all consecutive outputs of differen-
tially encoded symbols based on a maximum-likelihood (ML)
criterion. Therefore, MSDD significantly outperforms CDD
over an AWGN and slow fading channels with an increase
of receiver complexity.

In this paper, we focus on the bit-interleaved coded differen-
tial amplitude and phase shift keying (DAPSK) system, which
is a differentially detectable modulation with potentially higher
bandwidth efficiency than conventional DPSK. Although the
performance of uncoded DAPSK has been studied well in
the literature, the performance of coded DAPSK, especially in
combination with CDD, has not been well addressed except for
[3]. Thus, we first analyze the performance of bit-interleaved

IEEE Communications Society

&n
4 Birary ¢ En L [P DAPSK X
Encooer Inwdtenvir . Modulator
&'
Rayleigh
Fading
Channal
n—
A
i B Bhwise
Decoder Daintaseaver P/ . Malric Y.

Fig. 1. System model of bit-interleaved coded DAPSK over block Rayleigh
fading channels. -

coded DAPSK based on CDD in terms of the average mu-
tual information (AMI) over a frequency non-selective slow
Rayleigh fading channel. The results are compared with that
of MSDD [4], which will reveal that the performance loss
of CDD with channel coding is in fact significant. Thus,
we further develop a simple bit metric with CDD that can
approach the performance of MSDD with lower complexity.
The resultant metric also outperforms the suboptimal metric
based on Gaussian approximation of noise terms proposed in
[3] for a high signal-to-noise ratio (SNR) scenario.

II. BIT-INTERLEAVED CODED DAPSK
A. Transmitter Model

The overall system model is depicted in Fig.i. At the
transmitter, a binary information sequence d is encoded by
the binary channel encoder. The resultant binary code word
of length N, ¢ = [e1,¢2,...,en] € {0,1}V, is followed
by the bit interleaver, which generates the bitwise interleaved
sequence €. Let X' denote the set of constellation of complex
signals with || = 2™. Each m-tuple of the bit interleaver
outputs at time instant k, &, = [&f, &2, ..., &), is then mapped
to X € X. Since we apply differential encoding, the mapping
should also depend on the previous symbol €_; or Xj_1.

The DAPSK constellation considered in this paper, also
known as a star QAM, is a combination of 2"-DASK and
2m=".DPSK constellations. The signal constellation set A of
the DAPSK is composed of 2" concentric circles of 2™~ ™-
PSK, each circle having a radius of o*, with¢ =0, 1,...,2" —
1. A typical value of the parameter o, referred to as ring
ratio, is e = 2.0 [1], and this value is adopted throughout the
paper. Let ax and v denote the amplitude and phase of X,
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Fig. 2. Block diagram of the separative conventional differential detection.

respectively. The first n bits of &, [&}, &, ..., &F], choose the
amplitude difference between two successive symbols ax—;
and ai. For 16-DAPSK system with n = 1, the coded bit
&l € {0, 1} chooses ax € {1,a} by the following rule:

o = | %1

Gp—1

where @, denotes flipping of a state of a ie, @ =1 or o

for ax = « or 1, respectively. For DPSK part, the remaining

(m — n) bits of &, [E+,0*2,..., &), choose the phase
difference At = ¥ — k-1 with Gray labeling [5].

for & =
for ¢, =1

B. Vector Channel Model

Throughout the paper, the channel is assutned to be fre-
quency non-selective Rayleigh fading. The channel output Yy
corresponding to an input X can be expressed as

Yi = pre?® X, + ng, (1

where ny, is a complex additive white Gaussian noise (AWGN)
with zero mean and variance 202 per complex dimension,
sampled at time instant k. The amplitude pr and phase ¢x
of a fading coefficient thus follows Rayleigh and uniform
distributions, respectively.

In order to make theoretical analysis tractable, the following
assumptions are introduced: First, the fading process is wide-
sense stationary and slow enough to be time-invariant at least
during two consecutive symbol intervals. Hence, it follows
that pr = pr—1 and ¢x = ¢x_; for any k. Second, the
bit interleaving is ideal such that it fully eliminates fading
correlations of consecutive bits after bitwise-deinterleaving at
the receiver, i.e., the vector channel is memoryless.

C. Conventional Differential Detection

The simplest CDD for the DAPSK system consists of the
two detectors which separately detect envelope and phase
differences (see Fig. 2). To detect an envelope difference,
the amplitude ratio . is calculated by W = |Y&/Yi-1],
where |Y}| denote an envelope sample of kth output symbol.
Likewise, the phase difference is calculated by Ady = 8 —
Ok—1, where 8 = £Y; and Aby € (—m, 7). In this simplest
scenario, 4, and Ay are separately used to determine the
bit metric for amplitnde and phase part, respectively. This
approach, depicted in Fig. 2, will be called separative CDD,

With a little extra complexity, one may also incorporate
the observed amplitude ratio <y to enhance the statistics of
the phase bit metrics. The resultant receiver, which will be
referred to as combinative CDD, is depicted in Fig. 3.
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Fig. 3. Block diagram of the combinative conventional differential detection.

Let A¥ (v, Ab, b) denote the bit metric associated with the
decision that éth bit of kth symbol is equal to b, where i =
1,--+,m and b € {0, 1}. In the case of separative CDD', the
bit metrics of amplitude (¢ < n} and phase (n < i < m) may
be calculated separately according to its reSpective output as
follows:

Z Pk | @ksak—1) foréi<m,

{ax,0e—11}

3 p(Ad | Agy)
{Ade)}

/\i(%’ Abib) = forn<i<m

where the range of summation, {a}], is over all the combina-
tions of a of which the éth coded bit labeling is equal to b. A
knowledge of probability density function (pdf) is necessary in
the above equations, of which detailed derivations are placed in
the Appendix. Bit metric calculation of combinative CDD can
be implemented by suitably replacing with the comesponding
pdf’s in the above equation.

D. Multiple Symbol Differential Detection

In the case of MSDD, the ML metrics on multiple (M — 1)
symbols [Xg, Xg—1,-++, Xx_(m—2)) are calculated directly
from observed M outputs [Yi, Ye—1,-++ , Yi—(amr—1)]. Conse-
quently, the complexity of a detector grows exponentially with
M. To make a fair comparison in terms of delay constraint for
each bit metric calculation, we choose the number of observed
symbols M = 2 in the following. In this case, the total
number of bit metrics needed to calculate for each m-coded-bit
symbol is given by m - 2™ since MSDD for DAPSK should
be averaged over all possible reference symbols [4]. On the
other hand, the corresponding total bit metrics required for the
CDD-based systems is given by n- 2" + (m —n) -2 ". In
the subsequent example, we choose » = 1 and m =< 4. In this
case, MSDD requires calculation of 1024 bit metrics, whereas
that for CDD is 26.

111. AVERAGE MUTUAL INFORMATION

In this section, we numerically calculate the average mu-
tual information (AMI) of the BICM-DAPSK systems on
the assumption that the constellation alphabet Xy is chosen
randomly from X with an equal probability. This quantity
may be considered as a theoretical bound to the maximal
information data rates achieved by the memoryless vector
channel defined in section 11-B. These values can be calculated

I'Whenever necessary, we assume that a noise variance o2 is estimated
perfectly at the receiver. :
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Fig. 4. Comparison of channel capacities of 16-level BICM over frequency
non-selective Rayleigh fading channels.

based on the approach in [6], and details are omitted due to
space limitation.

As shown in the following, the major loss of CDD in
terms of the AMI, relative to MSDD, comes from the lack
of amplitude reference in the phase bit metric calculation.
Just for the purpose of comparison of this loss quantitatively,
we introduce the following two ideal (and thus practically
infeasible) receivers for the phase bit metric;

(a) Perfect CSI receiver: CSI py is known at the receiver,
which will be used for phase bit metric calculation.

(b) Genie-aided receiver: CS1 pr and exact transmitted
amplitudes ar_; = |Xk—;| and ar = | X}| are known
at the receiver, which will be used exclusively for phase
bit metric calculation.

Fig. 4 shows the AMI of BICM with 16-DAPSK (n =
1,m = 4) constellation in conjunction with the separative or
combinative CDD without CS1, perfect CS1, and genie-aided
receivers. As a reference, the AMI of the DAPSK with MSDD
(M = 2) without CSI [4], as well as that of the bit-interleaved
16-QAM with coherent reception and perfect CSI (and thus
without any differential encoding) is shown [6].

By the data processing inequality {7], the AMI of the
MSDD is always larger than that of the CDD, and the AMI
of combinative CDD is always larger than that of separative
CDD. Similarly, the AMI of the genie-aided receiver is always
larger than that of the perfect CS1 receiver. These relations are
observed in Fig. 4.

From the figure, it is apparent that the loss of CDD due
to the lack of CS1 is considerable, whereas the AMI of
the genie-aided receiver is close to that of MSDD. Thus,
it can be conjectured that the superiority of MSDD comes
from the fact that MSDD uses both amplitude and phase
statistics to calculate each bit metric, whereas the CDD for
DAPSK signaling deals with the amplitude and phase metrics
independently. A removal of this statistical correlation results
in the loss of the achievable AMI, which can be significantly
recovered with the help of genie-aided receiver.

IEEE Communimﬁons Society

1V. NEw BIT METRICS FOR BICM-DAPSK OVER
RALEIGH FADING CHANNELS

The comparative study on the AMI in the previous section
suggests that the gap between the required SNR in order to
achieve a certain information rate is noticeable. In other words,
ignoring the knowledge of even partial CSI may significantly
reduce the achievable information rate for a give SNR. Thus, if
one can restore the €SI partially from the received symbol, it
may lead to the performance improvement. Therefore, we wish
to find a new bit metric that can approach the performance with
genie-aided receiver by incorporating information from the
detector. In fact, the output of the envelope detector can serve
as an approximate CSI and transmitted amplitude, as proposed
in [3]. While this approach has been applied to the empirical
bit metric in conjunction with Gaussian approximation in [3],
we develop improved bit metrics for Viterbi decoder and
iterative MAP decoder, based on the exact pdf’s derived in
the Appendix.

A. Bit Metrics for Viterbi Decoder

1) Bit Metric for Amplitude: We start with a derivation
of the bit metric for amplitude bits. Note that the direct
application of (6) in the Appendix into bit metric calculation is
quite complicated, since the calculation of the Bessel function
is necessary. Furthermore, the knowledge of a noise variance
o? is required. Thus, we first use the following approximation

1
Jong 0l]

which becomes accurate for = > n. Then (6) in the Appendix
can be rewritten as

In(z) =

—_ -1
Pk | 0k 061, p2) & (1 + )" % (2mo2plagor—m) 2

x {2ma?(1+ %) + mof (o + ax—1)?}

0]

Multiplication of (2) by 2¢° does not change the maximization
in Viterbi decoding. Furthermore, the log-sum approximation
log 37, z; = max;logz; becomes accurate for high SNR
[5], since in this case the summation in the left-hand side
is dominated by the single maximum term. Thus, we sub-
stitate (2) with multiplication by 202 into bit metric. Let
X (yk, Ay, b | pr), denote the corresponding log-domain bit
metric, With log-sum approximation and dropping the constant
terms, we obtain
[_ P

(1+73)

Furthermore, inducing the approximation

—p _ 3
% @272047 y(ak—ar—17k) -

(v, Al b|pr) ~  max

Qp — A — 2] .
(o (ax — ak—17k)
prax = |Yi|
which becomes also accurate for high SNR [3], we finally get
5 —| Vi |?
Al k,ABk,b k)~ max |
O | 7e) 7 L1+ %)

where 7 can be defined as f, = ax/ar_,. Note that the above
bit metric exploits the envelope detector output [Yi_ |, and the
resultant block diagram is shown in Fig. 5.

{1 — Fk)z] , (3
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Fig. 5. Block diagram of the proposed receiver.

2) Bit Metric for Phase: From the AMI comparison in the
previous section, . and the output of envelope detector may
be used in bit metric calculation to improve the performance.
Using (5) in the Appendix with the same approximation

procedure as the amplitude metric, we may write the bit metric

as

xi(lwn Agks b I Pl Ok, a’k—l)

[Yie! | Y17k ; :
= cos(Af, — Ayl . @
sz.k 1 +’Y}% ( k ¢b,k) ( )

P

In the following simulation, we will make use of (3) and (4)
for bit metric calculation.

B. Bit Metric for Iterative MAP Decoder

1) Bit Metric for Amplitude: With the pdf (2) and similar
approximations above, the bit metric for amplitude bits can be
obtained as

N, Dbk, | pr)y = > (142) " E (ame? (Vi ai2ime) 7

a1
ok

;IQM:_ tre =132
X (29 02 (1498 el Yo 1 [P (Frye+1)? ) 277 030D .

2) Bit Metric for Phase: Likewise, based on (5) in the
Appendix, the bit metric for phase bits can be obtained as

Ny, Abr, e | pryan,ar—1) = Z T

(14 77)?
Adty (14 %)
1 4 Y1278 + (Yo [? 1 23 [Vl Yiaf cos( Ay — Agy)
202(1+17§)
1Y 1B YR 12 E -2V | Yy |1k cOB(AG, — Ay )

X e 2e2(14F)

These bit metrics derived above are practically attractive,
since they neither require the knowledge of CSI nor include
any special function such as Bessel function.

V. SIMULATION RESULTS
A. Differential Detection with Iterative MAP Decoder

The turbo codes are chosen as a channel encoder of BICM
to show the performance of the proposed bit metrics for
iterative MAP decoder. The coding rate of turbo codes is
made 1/2 by puncturing {8]), and interleaver size of turbo
codes is 120000. The number of iteration for iterative MAP
decoding is eighteen. Furthermore, ideal bit interleaver is
assumed, Comparing the results in Fig. 6, it is observed that
the performance loss of CDD with the proposed metric with
respect to the genie-aided receiver is less than 0.2 dB, even
within 0.5dB of MSDD. Considering low complexity, the
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Fig. 7. Comparison of the bit metrics for Viterbi decoder.

proposed metric with CDD may be an attractive alternative
for the MSDD with M = 2.

B. Differential Detection with Viterbi Decoder

Simulations of the 16-DAPSK with the proposed metrics
along with MSDD have been also performed with convolu-
tional coding. The ceding rate of the convolutional code is
1/2, its information size is 65536, and its generation matrix is
(133,171} in octal form. The ideal bit interleaver is assumed.

Fig. 7 shows the BER versus SNR per information bit
(Eb/Nyp) over frequency non-selective Rayleigh fading chan-
nels. The performance of the metric proposed in {3] is also
shown as “conventional bit metric” in Fig. 7 for comparison.
As observed, the gap between the proposed metric and genie-
aided receiver is large, which may stem from the fact that
the approximations used in deriving the proposed metric may
not be accurate. However, it is observed that the proposed
bit metric can significantly outperform that of {3] for a high
SNR region, still retaining a simple receiver structure with low
complexity metric calculation.

V1. CONCLUSIONS

In this paper, we have studied the bit-interleaved coded
DAPSK over frequency non-selective Rayleigh fading chan-



nels. We first derived the exact bit metrics of separative and
combinative CDD and compared them with MSDD in terms
of the AMI, thereby revealing the theoretical loss due to the
use of CDD quantitatively. Furthermore, based on the AMI1
results, a new bit metric for CDD-based system has been pro-
posed. Simulation results have shown that the proposed metric
can improve performance significantly without significantly
increasing computational cost.

APPENDIX

In this Appendix, we derive the exact pdf’s of the amplitude
ratio 7, and phase difference Af, for given channel statistics.
They are required to calculate the metrics as well as the AMI
in the paper.

A. Probability Density Function without CSI

We start with the derivation of the pdf in the absence of
CS1 pr..

1) Amplitude Ratio: Conditioned that two consecutive sym-
bols Xi—; and X} are transmitted, the conditional joint pdf
of two received consecutive symbols is given by

p(Yk!Yk—l | Xk; Xk—l:Pk; Pk—1, ¢k1 ¢k—l)

. e~ o {[Ye—ou Xk e P4V g —p 1 Xno o717}
(2ma?)?

Considering the vector channel model assumed in Section 11-B
and changing the variables appropriately, we obtain (sce, e.g.,

i)}
(ve, A8 | ok, ar—1, Afx, pr)

5
— Yk £k 2.2 .72
= VIR [1+202(1+_r£){a,"yk+ak_1+2'rkagak_, cos(Ad)y Adu,)}]

2
I
e m {ai tal_ v —2axan_17k cos(Afy —Aqbk)}

s

&)

where @, = [Xg|. By integrating out p; and Ay in (5), we
obtain

4024 (ai+a§_1+2e2)(a§+202+(a.§_ 1+zo3)1§)

vk | Gry ae—1) =

3
g (“E+2"2+2°k°k—1‘7k+(°?‘~1+262 )’72)
where

dojak— )Tk a2
GE+202+2akak_17k+(ui_l+2az)qz '

Z) é(1

2} Phase Difference: The pdf of the phase difference be-
tween two DAPSK modulated symbols can be obtained by
integrating out Y in (5), yielding

o%(al +a?_, +20%)
Af LAY = =
p( k | ey Q14 lek) W&k(ai_l +20’2)

X {2(&%_1 + 262) + arak—1 cos(Af; — Ay) - Ak} .

where

apa) .y cos{AfE—

& Ay
Ak =;h—2(a§_,+26’)mcmn[ o k)]+ﬂ(ai_1+202),

A
M =\/(a£+202)(ui_1+202)—ai af_, cos(Af,—Ayy)?,

Ek ééla'z(az_1+202)+a§(ai_1+4o’2)—ai ai_l cos[2(Ad, —Ae)).

IEEE Communications Society

B. Probability Density Function with CSI

1} Amplitude Ratio: As a reference, if CSI py is known
at the receiver, the comresponding pdf can be obtained by
integrating Afy in (5) from —7m to 7, The result can be
expressed as

P{ vk | ak, a1, Pk)
2
- ;m&:z?{“iﬂi—nf}!"(

S agr
o2
+'>‘kPi(°iTz+°i—1)e- 27E(1 477} {°i+°i-1"'g}f elagar_ v
o214 ) N T

- L 2442 2 -
+27§P§“k“k—! . m&ﬁ{u‘ﬁ'ak—l‘rk}j— elapog_ 1Y (6)
e 214yt !

02(1+‘7k)

pfarar _yi
s2(144F)

where I, (-} is the modified Bessel function of the first kind
with the nth order.

2) Phase Difference: In this case, a closed from pdf cannot
be obtained directly from (5). An alternative solution based on
the characteristic function (see, e.g., {10]) results in

1
(A0 | ax, ak—1, Ak, pr) = I

X f sina [1 4 U + Vi cos a + Wy sin acos{(Afy — Ay )]
0
x exp[Vi cos & + Wy sin o cos(Af; — Ayy) — Ur)de,

2 2
[ Py
where Up = & (af + a}_)), Vi = 4,,2(“% - a%_l),

Wy, = U2 —V{2. Further simplification of the above integration
appears difficult to carry out and thus one may resort to
numerical integration.
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Abstract— This paper presents a study about the design of an
equally frequency limited set of orthogonal pulses, adequate for
an Impulse Radio (IR) Ultra Wideband (UWB) communication
system employing Pulse Shape Modulation (PSM). UWB systems
have to face many spectrum restrictions like avoiding interference
to existing systems or comply with spectrom mask regulations
like the one emitted by the Federal Communications Commission
(FCC). Then, UWB systems have to restrict their bandwidth
and maximize its usage efficiency. The proposed set of pulses
meets such requirements and prevides additional robustness
when interference to narrowband systems should be avoided.

L. INTRODUCTION

Ultra wideband (UWB) communication systems have to
face many spectrum restriction to avoid interference or comply
with regulations. Then, UWB systems have to restrict their
bandwidih and maximize its usage efficiency. However, limited
bandwidth degrades the maximum transmission rate of the sys-
tem. Using many pulses synchronized to form an orthogonal
system, and modulated using Pulse Shape Modulation (PSM)
was proposed in [1]. Pulses designed in this way can increase
the capacity of the system,

As mentioned in [2], the transmit and receive antennae
produce derivative effects on the transmit and receive UWB
pulse shapes. Then, the pulse shape at the output of the receive
antenna should be the second derivative of the transmit pulse
shape. In this study, in order to concentrate our analysis in
the band limited set of pulses, these derivative effects will
not be considered. On the other band, as it is discussed in
[3], the results obtained in this study can be combined with
the results in [4], as a result both frequency limitation and
derivative effects can be overcame without losing the validity
of the present analysis,

In order to focus our attention on the characteristics of the
proposed pulse shapes, we assume in that all the operations
occur after synchronization between transmitter and receiver
has been achieved.

The contents of the remainder of this paper are organized
as follows: in section 2, we review basic concepts of Hermite
pulses and Pulse Shape Modulation. The proposed set of
pulses are derived in section 3, section 4 illustrates some
simulation results and finally some conclusions complete our
paper.
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Il. HERMITE PULSES AND PULSE SHAPE MODULATION
A. Hermite pulses

Hermite functions and Hermite polynomials have been
studied extendedly in the past, as it is mentioned in [1].
Hermite functions for UWB PSM communications, as defined
in [5], are mathematically described as

H,(f)e~ %
Pult) = —=—=,
V2rnly/n
where H,,(t) are the Hermite polynomials. The Fourier Trans-
form of these pulses is represented by

2 .
Vo {w) = i/ myw‘l!,.(w) +4/ ﬁi‘l’n-l(“’)- @)

B. Pulse Shape Modulation

Pulse Shape Modulation is an altermative impulse radio
system, different from the IR described in [2], it is based
in the orthogonality of pulse shapes as proposed in [1] and
[5]. Basically, information bits 1 and § are represented by two
different orthogonatl pulses. This idea can be extended to a M-
ary modulation scheme using M orthogonal pulse waveforms.

1)

1}1. DESIGN OF FREQUENCY LIMITED PULSES
A. Scaling Factors Determination

The upper frequency limit of the Hermite pulses increases
with the increase in the order of the Hermite polynomials. To
use the spectrum efficlently, a set of orthogonal pulses with
the same upper frequency limit is desired. To determine the
upper frequency limit of our system, we refer to the bandwidth
definition. There are many definitions of bandwidth, but we
are going to assume the one adopted by the FCC [6], which is
called Fractional Power Containment Bandwidth. It states that
the occupied bandwidth is the band that leaves exactly 0.5%
of the signal power above the upper band limit and exactly
0.5% of the signal power below the lower band limit. Thus
99% of the signal power is inside the occupied band [6]. With
this purpose, the Energy Spectral Density of a Hermite pulse
shape is calculated as

&=%£me%h G)

In addition from Parseval’s theorem for continuous signals we
have

[oworasg [~ w@ra, @
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this implies that limiting the upper frequency of a Her-
mite pulse shape requires a modification of its pulse width,
However, for different orders of Hermite pulses, different
modifications of the pulse widths are necessary. Even though
the modifications introduced in the pulses widths generates
equally spectrum-limited pulses, the new set of pulses lose
mutual orthogonality and PSM can not be used anymore.
To overcome this problem we invoke the orthogonalization
procedures employed in [4] and [7]. Pulse width modifications
can be obtained including a pulse width scaling factor « in
(1), such that it becomes

H, (czt)e"(g;Ji
NN

Additionally, T, is introduced as an amplitude limiting factor
which helps to normalize the pulse energy to unity, Through
the analysis, it was found that T,, = /o for any value of n. To
simplify our analysis without losing generality, we assume & to
be a real positive number. The Fourier transform of successive
orders of width-modified Hermite pulses, described by (5), are
related by the following recurrent relationship

Palt,a) =T, (5)
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The Fourier transform of the first two width-modified Hermite
pulse shapes are described by

T (-45),
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Using (3), we can find the energy of the nth order width-
modified Hermite pulses, limited to the frequency -y, as follows

By(e)=— jo " B ) o

o{o,w) = ')

&)
Making

Ene) = 222 f (e, 0)| 2, (10)
0

we have found implicit functions of v and o, which are
graphically presented in Fig. 1, and are approximated by (11)
for o, > 0.

’m(ao) = 028990.’0
yi{og} = 0.3791ey (1D
yalag) = 04471y
'73(0(3) = 0.5047&3

From (11), for any arbitrary upper frequency limit ., a set
of scaling factors @, can be found that modify the n Hermite
pulses which upper frequency limit is .. Fig. 2 shows an
example of width-modified Hermite pulses spectrum of such
pulses. Clearly, all the frequency limits of the pulses spectrum
in Fig. 2 are the same, in contrast with the spectrum of the
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Frequency Limit Dependance on o

Frequency Limit ¢ ( Hz)

4 5
Time Scaling Factor (0 )

Fig. 1. Frequency as a function of the time scaling factor o, for Hermite
pulses of orders from 0 to 8

original Hermite functions, which have different frequency
limits. However, as mentioned before, these modified pulse
shapes are not orthogonal anymore, this problem will be
addressed in the next section,

B. Orthogonalization Procedure

For orthogonalization purposes we are going to adopt the
same procedure used in [4], then two versions of orthogonal
set of pulses can be generated from the conventional Hermites,
one used in a Matched type receiver and the other in a
Non-Matched type receiver. This classification depends on
whether the receive template is matched or not to the transmit
pulse shape. For the Non-Matched case, the receive template
consists on the original Hermite pulses. Let’s assume an ideal
noiseless UWB communication channel. The number of pulses
are given by an alphabet of N pulses. Additionally, let the
only distorting element between the transmitter and the bank
of correlators at the receiver be a pseudo-channel given by a
matrix C, defined as

€0,0 o1 Co.N=1
C1.0 C1,1 €1 N-1
C= N " (12)
CN-10 OCN-1,1 CN-1,N=-1

The value of ¢, 4, depends on the type of receiver used, for
the Matched receiver it is given by the correlation between the
upper-frequency limited Hermite pulses given by (5), and is
defined as

o0
cﬁ{m = / Pnlt, 0n ) (¢, o )dt, (13
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where M stands for Matched, m,n € {0,..,N — 1}, and
eM = 1 for m = n, and different values for m # n.
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